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Abstract

Life is built upon mechanical forces, which play a central role in everything from cell

division to embryonic development. Rather than acting as passive mechanical elements,

cells and molecules sense and actively respond to mechanical loads. One example of

cellular force sensing is mechanotransduction, the conversion of mechanical energy into an

electrical signal, which underlies our senses of hearing, touch and balance. For example,

the cochlear hair cells in your inner ear are exquisitely sensitive and fast, capable of sensing

piconewton-scale forces at the microsecond-time scale. But in order to understand such

fast mechanotransduction processes we must first be able to apply and measure small, fast

forces.

A variety of instruments have been developed for the precise measurement of atomic-

scale forces and displacements in the past 25 years. The most commonly used techniques

are atomic force microscopy, magnetic tweezers, and optical tweezers. Each provides

a tradeoff in force, displacement and time resolution, but none of them are capable of

applying and detecting forces fast enough for the study of cochlear hair cells.

In order to address this technological gap we have developed microfabricated force

probes for the application and measurement of forces at the piconewton- and microsecond-

scale. In order to simultaneously achieve a high resonant frequency (20-400 kHz in air,

10-100 kHz in water), low spring constant (0.3-40 mN/m) and low minimum detectable

force (1-100 pN), the probes are roughly 300 nm thick, 1 micron wide and 30-200 microns

long. Force applied to the cantilever tip is transduced into a voltage by a piezoresistive

silicon strain gauge that is embedded in the beam. Actuation is accomplished through a

piezoelectric aluminum nitride film or a resistively heated aluminum film to enable high-

speed operation without spurious resonant modes. The probes are mass produced on
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silicon wafers using conventional batch fabrication techniques, and their dimensions are

individually adjusted lithographically to accommodate a wide range of desired force and

time resolutions. Optics are not required for sensing or actuation so the probes can be

integrated with any standard upright up inverted microscope.

This thesis presents the design, fabrication and characterization of the force probes.

Several enabling technologies and techniques were developed in the process. We will begin

by discussing the mechanical, electrical and thermal design of the force probes with an

emphasis on piezoresistor design. Numerical design optimization is utilized to satisfy the

numerous design and performance constraints. Next, the seven- and nine-mask fabrication

processes used to manufacture the thermally and piezoelectrically actuated probes will

be presented. The sensing and actuation performance of the probes will be individually

addressed before discussing their integration, particularly crosstalk compensation. Finally,

preliminary data on the measurement of mammalian hair cell kinetics will be presented and

possible future directions will be discussed.

The improved design, fabrication and circuit methodologies described here enable

numerous performance improvements over prior work. For example, piezoresistive

cantilever force resolution is improved 10-20 fold over prior cantilevers of comparable

thickness. Similarly, the crosstalk between the piezoelectric actuator and piezoresistor

sensor are 10-fold smaller than the best results reported to date.
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Chapter 1

Introduction

This thesis will present the development of a force probe capable of sensing and delivering

high-speed atomic-scale forces and displacements. In this chapter we will first introduce

the biological applications that motivated the development of the probe. Based upon

these applications we will develop a set of performance requirements for a high-speed

probe and compare them with the capabilities of conventional scientific force measurement

instruments. The mismatch between requirements and capabilities will motivate the need

for a new type of force probe. We will present the high level design of the probe, and discuss

the alternative sensing and actuation technologies that could have been incorporated into

the probe. Once we select sensing and actuation techniques we will review prior work

before outlining the remainder of the thesis.

1.1 Cochlear hair cell mechanics and physiology

Mechanical forces are central to biological processes. Examples range from macroscale

skeletal development to the movement of molecular motors and proteolysis at the mi-

croscale [1, 2]. Cells and molecules are not passive mechanical components, however;

they sense, adapt, and respond to forces. One way in which cells sense force is by coupling

a mechanical load to the opening of an ion channel. The conversion of mechanical energy

into an electrochemical signal (mechanotransduction) underlies our senses of hearing,

proprioception and touch amongst many other important processes. If our goal is to

1



2 CHAPTER 1. INTRODUCTION

understand biology then, it is necessary to measure the forces that cells generate and

respond to.

Sensory hair cells are an important and widely studied example system for mechan-

otransduction. The hair cells located in the cochlea and vestibular system are responsible

for the ability of vertebrates to sense sound and head orientation, respectively. Hair cells

are exquisitely sensitive and fast, transducing nanometer- and piconewton-scale deflections

and forces into ionic currents at the microsecond scale. The speed of mechanotransduction

varies between organisms and determines the upper frequency limit of hearing. Examples

of upper frequency limits include turtles (1 kHz), bullfrogs (3 kHz), most birds (7-12 kHz),

humans (23 kHz), dogs (45 kHz), mice (91 kHz) and bats (110 kHz) [3].

While the measurement of small, fast forces is a general challenge in mechanobiology

and molecular force spectroscopy, we will focus on hair cells because the fast force probes

developed in this thesis were specifically designed for the study of hair cells. Beyond

biology there are numerous applications for high bandwidth scanning probes with pN-scale

force resolution (e.g. magnetometry [4]) that the probes developed in this thesis could be

used for with little to no modification.

In this section we will briefly review hair cell mechanics and physiology to motivate

the experiments that the fast force probes were designed for; more in-depth discussion and

background information can be found in Ref. [5]. We will focus on two specific hair cell

experiments that would benefit from faster measurements: bundle mechanics and channel

kinetics.

The structure of the human ear is shown in Figure 1.1. Incoming sound waves vibrate

the tympanum (labeled ’t’ in Figure 1.1), which is mechanically coupled to the middle

ear. The middle ear consists of three bones, the malleus (m), incus (i) and stapes (s),

which couple the tympanum vibration to the innear ear. The middle ear also serves as an

acoustic impedance transformer between the low impedance air in the outer ear and the

high impedance fluid in the cochlea. Movement of the stapes initiates a traveling wave in

the cochlea that induces motion in the basilar membrane, which is where the cochlear hair

cells are located. The stapes presses on the oval window and deformation of the round

window (rw) enables the fluid flow within the cochlea. The location of maximum vibration

varies with frequency, with the highest frequencies nearest to the oval window. In other
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Figure 1.1: The structure of the ear. Sound waves vibrate the tympanum and are relayed
to the cochlea through the middle ear, which acts as an acoustic impedance transformer
between the air in the outer ear and fluid in the inner ear. Movement of the stapes initiates
a propagating pressure wave in the cochlea. The cochlear hair cells sit on the basilar
membrane. (inset) The location of maximum vibration varies with frequency (in kHz), with
the highest frequencies nearest to the middle ear. Reprinted from Ref. [6] with permission
from Nature Publishing Group.

words, the cochlea functions as a spatially-multiplexed spectrum analyzer.

The hair bundle of a turtle cochlear hair cell is shown in Figure 1.2a. The hair bundle

consists of many stereocilia arranged into rows. Deflection of the bundle towards the tallest

row opens mechanosensitive ion channels located at the tip of each stereocilium. The

mechanotransducer currents evoked by a step deflection in a turtle hair cell are shown

in Figure 1.2b. The response appears to be band-pass filtered; the initial current rise is

limited by the bandwidth of the hair cell while the current drops over time due to adaptation

processes within the bundle.

A cross-section through the cochlea is shown in Figure 1.3, illustrating the location of

hair cells within the cochlea. Basilar membrane vibration is transduced into hair bundle

deflection by the tectorial membrane, which the hair bundles press against or have their

tips embedded in. The relative motion between the hair cell body and tectorial membrane
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Figure 1.2: Mechanotransduction in cochlear hair cells. (a) Scanning electron micrograph
showing the hair bundle of a turtle hair cell. The height of the stereocilia increases
between rows. The scale bar is 1 µm. (b) Mechanotransducer currents in response to a
step displacement for a voltage-clamped turtle hair cell. Deflections towards the tallest
hair bundle row (positive) evoke an inward current. The current rapidly adapts to a
constant force, although the adaptation rate depends the amplitude of the bundle deflection.
Reprinted from Ref. [7] with permission from Elsevier. ©2001 Elsevier.

deflects the bundles laterally, opening the mechanotransduction channels located in the

bundle stereocilia. The open channels allow potassium and calcium ions to enter the

cell. Cell depolarization opens additional voltage-gated channels, eventually leading to

neurotransmitter-release.

In the mammalian cochlea, hair cells are arranged into three rows of outer hair cells

(OHCs) and one row of inner hair cells (IHCs). Other vertebrates (such as bullfrogs

and turtles) only have a single type of cochlear hair cell but can have many hair cell

rows. Sound perception is driven by IHCs while OHCs contribute frequency tuning and

signal amplification to the system. The OHCs can couple electrical signals back into

mechanical motion through prestin, a voltage-dependent motor protein in the cell body, and
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Figure 1.3: The arrangement of hair cells within the cochlea. (a) Reptiles only possess one
type of hair cell while (b) mammals have both inner and outer hair cells. Both types of
hair cells have distinctive stereocilia bundles that protrude from their top surfaces. Sound-
induced vibration the basilar membrane (indicated by the red vertical arrows) deflects the
hair cell bundles with respect to the tectorial membrane (indicated by the red horizontal
arrows). The bundle deflection opens mechanosensitive ion channels in the bundle tips,
converting the mechanical sound pressure into an electrochemical signal. Reprinted from
Ref. [7] with permission from Elsevier. ©2001 Elsevier.

through motor proteins in the stereocilia that are coupled to channel gating. The relative

contributions of prestin and channel gating is controversial, and is one of the applications

where higher-speed force measurements would be helpful [6, 7].

The structure of the hair cell bundle is shown in more detail in Figure 1.4. Motion of the

bundle is transduced into the opening of ion channels due to the height difference between
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Figure 1.4: Diagram of mechanotransduction in a pair of stereocilia. Deflection towards
the taller stereocilium opens the mechanotransducer channels, located at the tip of each
stereocilium, due to their height difference. The stereocilia rotate about their bases in
response to a load because they are packed with a dense network of actin filaments, making
them relatively stiff. The upper end of the tip link is attached to myosin motor proteins,
which move along the actin filaments to allow the adaptation to continuous loads. Reprinted
from Ref. [7] with permission from Elsevier. ©2001 Elsevier.

stereocilia rows and the tip links that connect them. The mechanotransduction channels are

located in the tip of each stereocilium. There can be up to six channels per tip link with

more than 200 channels per bundle. The conductance of a single channel is fairly high

(≈ 100 pS), yielding peak mechanoreceptor currents on the order of 1 nA assuming 200

channels and a resting potential of -80 mV [8]. The height and diameter of the stereocilia

as well as the number of rows varies between species and tonotopically within the cochlea,

with hair cells nearest to the incoming pressure wave sensing the highest frequencies.
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Figure 1.5: Adaptation and force generation processes. (a) A force step of approximately
28 pN is delivered to a turtle hair cell bundle via a flexible fiber. Mechanoreceptor currents
adapt to the continuous load. Bundle deflection initially overshoots the steady-state position
due to variation in the bundle stiffness over time. (b) Reducing the concentration of calcium
ions in the surrounding fluid from 2.8 mM to 50 µM slows current adaptation and reduces
both the speed and magnitude of the mechanical adaptation. Reprinted from Ref. [7] with
permission from Elsevier. ©2001 Elsevier.

Hair cell mechanoreceptor currents adapt to static loads through fast and slow adap-

tation processes [8, 9]. Fast adaptation is due to ion channel inactivation, while slow

adaptation is due to the movement of molecular motors. In the case of fast adaptation,

incoming calcium ions bind to the transduction channel and stabilize the closed channel

conformation, shifting the open probability distribution of the channel. Slow adaptation is

caused by the continuous climbing of motor proteins within the stereocilium that maintain

tension in the tip link.
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1.1.1 Bundle mechanics

The first measurement that would benefit from faster stimulus delivery is measuring bundle

mechanics. Hair cell mechanics also adapt to loads. In Figure 1.5 a flexible glass fiber

applies an approximately 28 pN step force to a turtle hair cell bundle. The load induces

approximately 20 nm deflection of the bundle, measured by projecting the image of the

flexible fiber onto a pair of photodiodes and assuming that the fiber remains in contact with

the bundle. The deflection of the bundle is initially quite high and decays to its steady-

state position as the channels close, suggesting that changes in channel conformation are

coupled to changes in bundle mechanics. Reducing the concentration of calcium ions in

the surrounding fluid from 2.8 mM to 50 µM slows current adaptation and reduces both the

speed and magnitude of the active component of the bundle mechanical response.

Figure 1.6 illustrates the conventional approach to measuring bundle mechanics and

variation in bundle mechanics with time in more detail. As seen in Figure 1.6a, a silicone

bead is attached to the tip of a flexible glass fiber. A small bead (≈ 3 micron diameter) is

typically used to interface with the V- or W- shaped bundle of outer hair cells. The shape

and size of the bundles vary tonotopically throughout the cochlea due to the variation in

sound frequencies that the bundles are optimized to detect. The glass fiber is mounted

on a macroscale piezoelectric actuator, enabling micron-scale movement of the fiber. The

probability that one of the several hundred ion channels in the bundle is open varies with the

deflection of the bundle (Figure 1.6b). The response typically saturates for a deflection on

the order of 500 nm, saturating at slightly smaller deflections when the stimulus is applied

more rapidly. As noted earlier, fiber and bundle motion is measured by projecting the image

of the fiber or bead onto a position sensitive photodiode.

A flexible fiber with stiffness comparable to the bundle (≈ 1 pN/nm) is used in order

to allow the applied force and deflection of the bundle to be simultaneously measured.

Force is calculated by calibrating the spring constant of the fiber and calculating the fiber

deflection from the difference between the motion of the piezoelectric stack and the tip of

the flexible fiber. However, the small spring constant and large mass of the bead and fiber

leads to the first-resonant mode of the system having a fairly low frequency. The fastest

flexible fiber system reported to date had a -3 dB bandwidth on the order of 2 kHz in water,



1.1. COCHLEAR HAIR CELL MECHANICS AND PHYSIOLOGY 9

Figure 1.6: Measuring bundle mechanics. (a) A flexible glass fiber is mounted on
a piezoelectric actuator with an ≈ 3 micron diameter silicone bead on its tip. The
piezoelectric drive signal is filtered at 1.5-2 kHz in order to avoid exciting the first-resonant
mode of the fiber. (b) Channel opening probability varies with bundle deflection and
saturates for a roughly 500 nm deflection. (c) Bundle mechanics vary with time. When
the bundle is deflected faster than the channel gating latency, the passive mechanical
response of the bundle dominates. When measured more slowly, both the passive and active
components of the bundle mechanical response are measured. Reprinted from Ref. [6] with
permission from Nature Publishing Group.

yielding a 10-90% rise time of 150 µs [10].

The bundle mechanics vary with both time and bundle deflection (Figure 1.6c). When

measured on a timescale shorter than channel gating, the bundle appears to be a passive

mechanical element. But when measured more slowly, the bundle stiffness varies with

deflection due to active processes. In Figure 1.6c a region of negative stiffness is shown,

which would lead to positive-feedback and mechanical amplification. Whether or not the

effective stiffness of the bundle becomes negative, the bundle stiffness varies over time

due to mechanical adaptation which could contribute to the cochlear amplifier. The other

amplification mechanism (prestin in the cell body) is based upon changes in cell voltage,
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so is filtered by the capacitance of the cell membrane at approximately 1 kHz and thus may

become less important as the frequency of the incoming sound wave increases [10].

Bundle mechanics are typically modeled as a combination of passive and active

processes according to

F = xkp−Apo(x, t)+F0 (1.1)

k = kp−A
∂ po(x, t)

∂x
(1.2)

where kp is the passive bundle stiffness, A is a scaling constant and po is the open

probability of the channel, which varies with both bundle deflection and time due to

adaptation processes. Channel gating generates a force in the same direction as the applied

force, leading to variation in bundle stiffness with deflection and time. Bundle stiffness

reaches a minimum when the channel open probabily varies most rapidly with deflection

(Figure 1.6b and c).

The channels in turtle and frog OHCs are slow enough to enable the instantaneous

measurement of bundle stiffness with a flexible fiber, but mammalian OHCs, which

operate to much higher frequencies, are faster than conventional measurement techniques.

The maximum frequency at which bundle force generation can contribute to signal

amplification within the mammalian cochlea is unclear due to the limited speed of the

flexible fiber approach.

1.1.2 Channel kinetics

The second measurement that would benefit from faster stimulus delivery is measuring

ion channel kinetics (Figure 1.7). As noted earlier it takes a finite amount of time for

the ion channels in the bundle to open (activation), after which they immediately begin to

close due to the binding of calcium ions to the channel and the movement of molecular

motors (adaptation). If stimuli are delivered to the bundle much faster than the activation

and adaptation rates of the hair cell then the channel kinetics can be modeled. While the

kinetics of bullfrog and turtle hair cells have been measured [12,13], mammalian hair cells
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Figure 1.7: Measuring channel kinetics. Bundles are deflected using a stiff glass probe
mounted on a piezoelectric stack. The increased stiffness of the probe allows the actuation
signal to be filtered at 5-10 kHz, yielding probe rise times of 50-100 µs. Probe deflection is
shown in the first row and mechanoreceptor current is shown in the second and third rows
for high (1.5 mM) and low (50 µM) concentrations of calcium ions. The first column (a)
shows the entire response of the cell while the second column (b) focuses on the stimulus
onset. The speed of channel activation is limited by the speed of stimulus delivery (50±10
µs). Reprinted from Ref. [11] with permission from Nature Publishing Group.

are significantly faster and their activation kinetics have not been successfully measured to

date.

A stiff glass probe is typically used to stimulate the hair bundle when focusing on

channel kinetics. If the probe is much stiffer than the bundle then the probe does not

deflect during stimulus delivery and the bundle tracks the motion of the piezoelectric

actuator. While bundle mechanics can not be measured accurately in this configuration,

it enables the actuator signal to be filtered at a higher frequency. For example, the actuator

signal was filtered at 5-10 kHz in Ref. [11], yielding a 10-90% rise time of 50-100 µs.
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Figure 1.8: Applications of fast force probes to cochlear hair cells. There are two
immediate cochlear hair cell measurements that would benefit from faster stimulus
delivery: mechanics and kinetics. Both measurements have been performed on frog
and turtle hair cells, but mammalian hair cells are faster than conventional methods that
employ macroscale glass probes. Increasing the rate of stimulus delivery would enable
new cochlear hair cell science.

However, mammalian hair cell activation is faster than 50 µs and only hair cell adaptation

kinetics could be extracted from those measurements. The ideal force probe for kinetics

measurements would have a much faster rise time than the hair cells being studied, ideally

on the order of 1-10 µs. In order to measure such rapidly changing mechanoreceptor

currents the speed of the patch clamp would need to be increased as well.

In summary, there are two immediate cochlear hair cell measurements that would

benefit from faster stimulus delivery: mechanics and kinetics (Figure 1.8). Active

mechanical processes in mammalian OHCs contribute to cochlear amplification but it is

unclear what frequency active bundle mechanics can operate up to. Existing methods

have used flexible glass fibers and have been limited to rise times of approximately 150

µs. Channel activation has been measured at higher speeds (50 µs) but stimulus delivery

remains too slow to extract the channel kinetics. In both cases a bundle deflection of

less than 1 micron is required to saturate the hair cell response. Other measurements

include measuring prestin-generated OHC forces and deflections, but bundle mechanics

and channel kinetics have been the driving force behind the development of a faster force

probe.
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Table 1.1: Summary of probe performance requirements. The main difference between
the mechanics and kinetics experiments is the maximum probe stiffness. In the case of
mechanics, the stiffness of the probe should roughly match the stiffness of the hair cell
bundle in order to balance force and displacement resolution for the calculation of bundle
stiffness. The mechanics probe should have as high of a resonant frequency as possible
while satisfying the stiffness constraint. There is no stiffness constraint in the case of
measuring channel kinetics - the probe should simply apply the stimulus as rapidly as
possible. The rise times to date are from Refs. [10] and [11].

Mechanics Kinetics

Hair cell type(s) OHCs OHCs and IHCs
Probe stiffness (pN/nm) 1-5 10-100

Minimum probe deflection (nm) 300 300
Best rise time to date (µs) 150 50

Target rise time (µs) 20-50 1-10
Displacement resolution (nm) 1-10 1-10

Force resolution (pN) 1-100 1-100

1.2 Force probe design requirements

In this section we will discuss the performance and design requirements for an improved

high speed force probe. We will focus on the hair cell measurements, but want to emphasize

that numerous other applications in biology and surface science could benefit from fast,

soft force probes. Table 1.1 summarizes the performance of existing hair cell probes

and the ideal performance of a new force probe. In particular, the spring constant of a

probe designed for studying bundle mechanics should closely match the stiffness of the

bundle (1-5 pN/nm) in order to balance the force and displacement resolution of the system.

Mechanics experiments have been performed up to approximately 2 kHz to date (≈ 150 µs

rise time) [10]. Decreasing the rise time to 20-40 µs, corresponding to a resonant frequency

of roughly 8-16 kHz, should provide new information about the upper speed limits of active

bundle processes.

We will relate the 10-90% rise time of a system to its resonant frequency several times

in this chapter and repeatedly throughout the rest of the thesis. The rise time of a second-

order system can be calculated from its resonant frequency ( f0) and quality factor (Q) as
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tr =
1.76ζ 3−0.417ζ 2 +1.039ζ +1

2π f0
(1.3)

where ζ = 1/2Q. The rise time calculated from (1.3) is accurate to 0.5% for ζ values

ranging from 0 to 0.9 [14]. The rise time of a critically damped system (Q = 1/
√

2) is

roughly equal to 1/3 f0. For the force probes developed in this thesis, the quality factor

varies from approximately 2 to 10 in air and 0.5 to 1 in water. In most situations we will

conservatively approximate the rise time of a system as tr ≈ 1/3 f0. In the limit of Q→ ∞

the rise time approaches 1/6 f0 so our conservative assumption is off by a factor of two at

most.

Kinetics measurements are not limited by probe stiffness because the only goal is to

stimulate the bundle faster than the ion channels can open. Increasing the probe stiffness

allows for faster stimulus delivery. However, in order to increase the speed of stimulus

delivery the length of the probe must be decreased. A shorter probe leads to less deflection

at the tip, and our minimum target deflection of 300 nm prevents the use of extremely short

force probes. A rise time of 1-10 µs translates to a resonant frequency in water of roughly

30-300 kHz. Due to viscous damping, these correspond to resonant frequencies in air of

50-500 kHz depending on the geometry of the probe.

The force and displacement resolution of the probe should be on the order of 1-100 pN

and 1-10 nm for both measurements. Achieving that level of force resolution becomes

increasingly difficult as the measurement bandwidth increases due to the simultaneous

increase in the probe spring constant and integrated noise. Both measurements require

stimulus delivery at relatively high frequencies without any spurious resonant modes below

the resonant frequency of the probe, making it necessary to integrate the probe with the

actuator rather than relying on an external, macroscale actuator.

The typical experimental setup for studying cochlear hair cell physiology is shown in

Figure 1.9. A section of the cochlea is excised from an animal, or hopefully soon, produced

from embryonic or induced pluripotent stem cells as in Ref. [15]. The tissue is mounted

in a chamber on an upright microscope in order to enable the continuous perfusion of a

salt solution. The salt solution is intended to mimic the perilymph solution within the

intact cochlea in order to keep the tissue alive for several hours. Experiments can only be
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Figure 1.9: Hair cell experimental setup. A section of the cochlea is excised and mounted
on an upright microscope in a perfusion chamber. The chamber is continuously perfused
with a salt solution (not shown). The mechanoreceptor currents are recorded with a patch
clamp electrode in a whole-cell voltage clamp configuration. The bundle is stimulated with
a force probe, depicted as a stiff glass fiber in this case. The force probe must approach
from a 10-15◦ angle in order to avoid crashing into the tissue and the microscope objective.
A 60x or 100x objective is typically used with a working distance of 1-2 mm.

performed while the tissue is alive and in a physiologically relevant state [5]. After patching

onto the hair cell in a whole-cell voltage clamp configuration, stimuli can be delivered to

the bundle. The salt solution is grounded using a reference electrode (e.g. Ag/AgCl) in

order to control the voltage of the cell with respect to the solution.

Experiments need to be performed on an upright rather than inverted microscope due

to the presence of the tissue, making it significantly more challenging to fit the patch

clamp pipette and force probe into the experimental setup. The magnification and working

distance of the objective are usually 40-100x and 1-3mm, respectively. Depending on

whether mechanics or kinetics are being studied the force probe may be a flexible glass

fiber or stiff glass probe. If OHCs are being studied, the probe may need to have a 2-5
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micron diameter bead attached to its tip to fit into the V- or W-shaped bundle.

The experimental setup adds several constraints to the design of our fast force probe.

First, the probe needs operate in a grounded salt solution without corroding. Second, the

probe needs to electrically insulated from the solution and should inject less than 500

pA of peak current through capacitive coupling in order to avoid interfering with the

mechanoreceptor current measurements (Figure 1.2). Third, the tip of the probe should

be flat for IHC measurements and round for OHC measurements. Fourth, the silicon die

that the force probe is attached to needs to be relatively long and narrow (at least 5-10 mm

long and less than 1 mm wide) in order to fit between the microscope objective and tissue

sample. Fifth, the probe needs to allow for both actuation and sensing at frequencies of up

to 10-20 kHz for mechanics measurements and 100-200 kHz for kinetics

1.3 The limits of existing force probes

We can examine conventional force probes based upon these requirements. Devices

sensitive enough to measure the force required to break a single hydrogen bond, to stall

a single molecular motor, and to flip the spin of a single electron have been developed

[16–18]. The main issue limiting their application to cochlear hair cells is not force or

displacement resolution, but the tradeoff between spring constant and time resolution.

Figure 1.10 plots the probe spring constant against time resolution for optical tweezers

(OT), magnetic tweezers (MT), atomic force microscope cantilevers (AFM) and the

macroscale probes used for most hair cell measurements to date (M). The range of

performance goals discussed in the last section is plotted for comparison. Optical tweezers,

magnetic tweezers and atomic force microscope cantilevers have been applied to measure

the mechanical properties of cells in hundreds of papers and we quote performance ranges

from two recent review papers for succinctness [19, 20]. The definition of time resolution

varies between papers, but we will generally equate time resolution to the 10-90% rise time

of the measurement system, calculated from (1.3).

Time resolution and spring constant are directly related. Each of the measurement

techniques in Figure 1.10 can be approximated as an undamped simple harmonic oscillator

(SHO) in order to calculate resonant frequency as
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Figure 1.10: Existing force measurement techniques do not satisfy the spring constant
and time resolution combination needed for the study of cochlear hair cells. Optical
tweezers (OT), magnetic tweezers (MT), atomic force microscope cantilevers (AFM) and
macroscale probes (M) are plotted against the cochlear hair cell application requirements
for comparison.

f0 =
1

2π

√
kc

meff
(1.4)

where kc is the spring constant and meff is the effective mass of the system. Substituting

(1.4) into (1.3) we can calculate the rise time as

tr ∝

√
meff

kc
. (1.5)

In order to decrease the rise time either the mass needs to decrease or the spring constant

needs to increase.

Optical and magnetic tweezers are limited primarily by the maximum trap stiffness.

Trap stiffness scales with laser light intensity, numerical aperture, bead dielectric constant

and bead size in the case of optical tweezers and the magnetic field gradient, bead
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permittivity and bead size in the case of magnetic tweezers [21]. While bead mass and

spring constant are coupled, the maximum stiffness is limited to less than 1 pN/nm in both

cases [20].

Atomic force microscope cantilevers are limited by their minimum size. More

precisely, micromachined cantilevers that detect forces optically have a minimum possible

size of 5-10 µm due to the spot size of the laser beam bounced off of the cantilever [22].

While their dimensions can be reduced further through the addition of metallized light

reflecting paddles [17], micromachined cantilevers with the spring constant and resonant

frequency combination needed to study cochlear hair cells have not been produced to date.

We can analyze the cantilever beam geometry in further detail. The spring constant and

effective mass of an end-loaded cantilever beam can be calculated from

kc =
Ecwct3

c
4l3

c
(1.6)

meff = 0.243ρclcwctc. (1.7)

where Ec and ρc are the elastic modulus and density of the cantilever beam and lc, wc

and tc are its length, width and thickness, respectively.

The product of spring constant and rise time, which we would like to minimize, scales

as

kctr ∝

√
Ecρcwct2

c
lc

(1.8)

revealing that the kctr product scales as [L]2 where [L] is the overall length scale of the

device. This model of cantilever mechanics, while fairly simple, captures the key challenge

in improving force probe performance. Second order details, such as fluid damping and

mesoscale effects on cantilever material properties, will be discussed in the following

chapters.

From this analysis we can determine what the ideal force probe would look like (Figure

1.11). From (1.5) we know that it should have the smallest possible size and should allow

the spring constant to be adjusted over a wide range. The smallest possible probe would
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Figure 1.11: The ideal force probe is a one-dimensional beam. While a 1D force probe is
more massive than a 0D probe (i.e. a bead), the length of the 1D probe can be adjusted in
order to yield a large range of spring constants. Shifting the probe from 1D to 2D (e.g. to
add tines for capacitive sensing and actuation) adds additional mass to the system, reducing
system performance.

be infinitesimally small in all three dimensions, i.e. a bead. But as we have discussed,

while the mass of a bead can be made quite small, its maximum possible spring constant is

generally limited because it can not be adjusted geometrically.

Adding an additional dimension to the probe allows the spring constant and mass of the

probe to be adjusted over an arbitrary range. Increasing the dimensionality of the probe any

further, such as the addition of tines for capacitive sensing and actuation, only increases the

mass of the probe further and necessarily increases the kctr product. We would argue that

the cantilever beam is the smallest possible geometry that allows the geometric adjustment

of probe spring constant; any other dimensions or any other shape adds mass to the system

which reduces the performance envelope of the force probe. We will focus our attention on

the cantilever beam geometry for the remainder of the thesis.

We can quickly estimate how small the cantilever would need to be in order to satisfy the

cochlear hair cell spring constant and rise time requirements. Figure 1.12 plots the spring

constant as a function of the rise time for silicon cantilever beams of varying thickness.

The stiffness and rise time are calculated from (1.3) and (1.6) for a single crystal silicon

beam oriented in the <100> direction. The beam width in the calculations is equal to

twice the beam thickness (in order to suppress lateral oscillations) and the length is varied
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Goal

Figure 1.12: Stiffness and rise time for cantilever beams of varying thickness in air (solid
lines) and water (dashed lines). While a force probe for studying channel kinetics (tr≈ 1 µs
and any spring constant) could be fabricated from any beam thickness, a bundle mechanics
probe (tr < 50 µs, kc ≈ 1 pN/nm) would require a roughly 250 nm thick beam. Resonant
frequencies and quality factors in both air and water are calculated from Ref. [23].

in order to sweep the possible combinations of rise time and spring constant. The resonant

frequencies are calculated assuming operation in either air or water using the lookup tables

in Ref. [23]. We will discuss the dynamics of cantilever motion in water in more detail in

the next chapter, but for now, we simply want to illustrate the effect of water operation on

rise time.

While a force probe for studying channel kinetics (tr ≈ 1 µs and any spring constant)

could be fabricated from any beam thickness, a bundle mechanics probe (tr < 50 µs, kc ≈
1 pN/nm) requires a relatively thin beam in order to satisfy both design constraints. The

results indicate that if the cantilever were operating in air the cantilever beam could be up

to 1 µm thick, but water operation requires a thinner, shorter cantilever due to the increased

damping and mass loading.

In summary, the ideal force probe would be as small as feasibly possible and



1.4. MICROSCALE TRANSDUCTION TECHNIQUES 21

manufactured from a material with the smallest possible product of elastic modulus and

density. A cantilever beam geometry allows the spring constant adjustment over a wide

range without any excess mass. If the cantilever beam is fabricated from silicon, it would

need to be roughly 250 nm thick and 500 nm wide in order to meet the spring constant and

rise time requirements of the bundle mechanics application. In the next chapter we will

expand upon the force probe design in much more detail.

1.4 Microscale transduction techniques

In this section we will briefly review the most common microscale sensing and actuation

techniques. We will discuss the performance, scaling, and limitations of each technique in

the context of the cochlear hair cell experiments. Performance will mostly be discussed

qualitatively because we have not discussed models for noise, sensitivity and resolution

yet. We hope to provide at least an imperfect understanding of the relative strengths and

weaknesses of each technique in order to motivate the design used for the fast force probe.

We refer the interested reader to Refs. [24–27] for more comprehensive reviews.

1.4.1 Force sensing techniques

There are numerous techniques for transducing mechanical loads into an electrical signal.

The four most common sensing techniques are optical, piezoresistive, piezoelectric and

capacitive [28]. All four techniques can be integrated into micromachined cantilever with

varying degrees of complexity.

The optical detection of micromachined cantilever motion was pioneered by Binnig,

Quate and Gerber in 1986 [29]. Its predecessor, the scanning tunneling microscope

transduced probe-sample spacing from the electron tunneling current between a sharp

tip and conductive sample [30]. Shifting to optical transduction allowed the analysis of

insulating samples and lead to the widespread use of the atomic force microscope.

Optical detection is still the dominant measurement technique for sensing the deflec-

tion of micromachined cantilevers. Deflections can be measured optically using either

interferometry or the optical lever technique. For simplicity we will focus on measuring
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LaserPSD

Cantilever Beam
Figure 1.13: Optical transduction of cantilever beam deflection. A laser beam is reflected
off of the back of the cantilever and onto a position sensitive photodetector (PSPD). The
laser spot is centered onto the PSPD using a mirror (not shown). The PSPD is typically a
two- or four-segment reverse biased photodiode, and movement of the laser spot leads to
changes in current between the PSPD segments. The current is tranduced to a voltage using
a transimpedance amplifier.

the deflection of a cantilever beam via the optical lever principle (Figure 1.13). Both

approaches are discussed extensively by Solgaard [31]. By increasing the distance between

the cantilever beam and the photodetector the force and displacement resolution of the

system can be improved far beyond the limits of simply projecting the image of the

cantilever directly onto the photodetector.

Optical detection has two major advantages over the other techniques. First, it yields

the best possible displacement and force resolution. Without going into the details yet, the

measurement resolution of any sensor is fundamentally limited in the best possible case by

Brownian motion, otherwise known as thermomechanical noise [32]. Other noise sources,

whether from electronic or mechanical sources, simply add to the thermomechanical noise

floor. While the three other sensing techniques (piezoresistive, piezoelectric and capacitive)

have certain benefits over optical transduction, they have greater displacement and force

noise in most circumstances. The second major advantage of optical detection is that the
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Figure 1.14: The hair bundle must be deflected parallel to the top surface of the cell.
Measuring the deflection of the cantilever (shown in cross-section) via laser beam bounce
would require the addition of a second, side-view microscope objective. This would pose
practical challenges in terms of space and obtaining a clear view around the surrounding
tissue. Measuring the cantilever deflection by projecting its image directly onto the
photodetector is possible but still challenging and prone to spurious signals.

force probe fabrication would be relatively simple. All of the electronics and complexity

in using optical readout is located far away from the cantilever.

The challenge in applying optical detection to cochlear hair cell experiments is that

the hair bundles must be deflected parallel to the top surface of the cell (Figure 1.14).

This necessitates either adding a second microscope objective to the system for a side-

view [33] or projecting the image of the cantilever beam as seen from the top directly onto

the photodetector. The first option is challenging in practice and the second option would

lead to degraded force and displacement resolution compared to the beam bounce method

and other transduction techniques [34].

A second challenge, although not specific to the cochlear hair cell problem, is that

the cantilever beam must reflect sufficient laser light. Silicon and silicon nitride, two

commonly used materials, are not particularly reflective and a substantial fraction of the

incident light will simply pass through the cantilever if it is sufficiently thin (< 1 µm thick).

The cantilever can be coated with a thin layer of metal, then the bilayer beam structure
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Figure 1.15: All-electronic techniques for transducing cantilever deflection. Piezoresistive,
piezoelectric and capacitive sensing techniques transduce a change in the force applied to
the tip of the cantilever into a change in the resistance of the piezoresistor, the polarization
of the piezoelectric film, or a change in the capacitance between the cantilever and a
stationary surface, respectively.

will then deflect in response to changes in temperature due to the coefficient of thermal

expansion mismatch. The spot size of most laser beam bounce system is in the order of

5-10 µm while deep sub-micron cantilevers can be patterned using optical or electron beam

lithography. A small paddle at the tip of the cantilever is typically used to reflect sufficient

light when cantilevers are operated in air or vacuum [4, 17], but the paddle would lead to

increased damping for liquid measurements.

It would clearly be desirable to detect the deflection of the cantilever electronically

rather than optically. Piezoresistive [35, 36], piezoelectric [37, 38] and capacitive [39, 40]

sensing techniques have all been developed to enable the detection of cantilever deflection.

The three techniques and typical implementation geometries are summarized in Figure

1.15. Piezoresistive, piezoelectric and capacitive sensing techniques transduce a change

in the force applied to the tip of the cantilever into a change in the resistance of the

piezoresistor, the polarization of the piezoelectric film, or a change in the capacitance

between the cantilever and a stationary surface, respectively.

Capacitive sensors are similar to optical sensors in that their output is proportional

to deflection. The capacitance between two parallel plate electrodes is proportional to

their overlap area and inversely proportional to their separation distance. A deflection

can be coupled to a capacitance change using either interdigitated electrodes or parallel

plates (as in Figure 1.15). Capacitance is inversely proportional to electrical impedance, so



1.4. MICROSCALE TRANSDUCTION TECHNIQUES 25

(a)

F

(b)

F

+

-

out

+

-

out

(c) +

-

G

Figure 1.16: Capacitive force sensors typically utilize a differential measurement scheme.
(a) Deflection of the middle electrode is coupled to an increase between the middle and top
electrode and a decrease in the capacitance between the middle and bottom electrode. The
top and bottom electrodes are stationary while the middle electrode is mounted on a set of
flexures and the deflection to the right is determined by x = F/k. (b) Similarly, a force to
a cantilever beam can be transduced from the capacitance change between it and a pair of
stationary electrodes located above and below it. Alternatively, a single electrode could be
used for two cantilevers: a probe cantilever and a reference cantilever. (c) An AC-bridge
is typically used to transduce a differential capacitance change into an output signal. The
amplifier output is demodulated and measured to calculate deflections and loads.

deflections can be inferred from impedance changes.

Two examples of the parallel plate arrangement are shown in Figure 1.16. In Figure

1.16a, the middle electrode deflects to the right in response to a load. The deflection

increases the capacitance between the middle and top electrode while decreasing the

capacitance between the middle and bottom electrode. Biasing the top and bottom

electrodes 180◦ out of phase an AC-bridge is formed and the voltage at the middle electrode

is proportional the deflection. Similarly in Figure 1.16b, a cantilever beam is used as the

middle electrode and stationary electrodes above and below it are used to form a differential

pair of capacitors.

However, we plan to utilize a cantilever beam geometry for the force probe, making the
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parallel plate approach (Figure 1.16b) the only feasible option. Further, in order to simplify

the fabrication of the device only a single stationary electrode is typically used [39]. A

differential measurement is desirable so that parasitic capacitance variations (e.g. due to

cable movements) can be nulled out. The baseline capacitance of capacitive cantilevers

is extremely small (e.g. 100 fF for a 1 µm initial gap in Ref. [39]) because it scales with

cantilever area, and the changes in capacitance with deflection are smaller still. Differential

measurements can be performed with a single electrode per cantilever by combining the

force probe cantilever with a stationary reference cantilever.

Capacitive sensors have several advantages over piezoresistive and piezoelectric sens-

ing. First, their fabrication is relatively simple because they do not require carefully

controlled doping steps or the deposition of exotic films. Second, capacitive transduction

can be used for both actuation and sensing by applying an AC sensing bias far above

the resonant frequency of the cantilever. Third, capacitive sensors have relatively high

electrical impedance and do not typically dissipate much heat. Fourth, the amplifier is the

only significant electrical noise source in a capacitive sensor, making it possible to achieve

thermomechanical noise limited performance if the capacitor is large enough. Finally,

capacitive transduction scales extremely well to measuring forces along multiple axes, as

demonstrated by the six-axis force and torque sensor shown in Figure 1.17.

However, there are three major challenges with capacitive sensing that make it

unworkable for the cochlear hair cell application.

First, the displacement and force sensitivity of capacitive cantilevers is quite low due

to their small capacitances and large impact of parasitics, yielding force resolution on

the order of nN-scale [39, 40]. For example, the six-axis force and torque sensor in

Ref. [41] had a noise floor of 1.4 µN in a 15 Hz measurement bandwidth; both several

orders of magnitude from the performance required for this application. Capacitive

sensing is ubiquitous in microelectromechanical systems (MEMS) but does not scale to

nanoelectromechanical systems (NEMS) quite as well as piezoresistive and piezoelectric

sensing due to fundamental physical scaling laws.

Second, sensing and actuating over a 0.5-1 µm range would require an initial gap of at

least 3 µm in order to avoid pull-in instability [42]. With such a large initial gap, the initial

capacitance would be particularly small and large voltages (e.g. > 20 V) would be required
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Figure 1.17: A six-axis capacitive sensor enabled by three sets of interdigitated electrodes
and four parallel plate capacitors. The parallel plate capacitors are formed by a set of
buried aluminum pads underneath the top silicon wafer, which was bonded to the handle
wafer using low temperature (250 ◦C) bonding. The sensor has force and torque resolutions
of 1.4 µN and 3.6 nN-m in a 15 Hz measurement bandwidth. Reprinted from Beyeler et
al. [41]. ©2009 IEEE.

for actuation and sensing. The gap could be reduced by extending the cantilever far beyond

the end of the stationary electrode (taking advantage of mechanical amplification) at the

expense of a smaller capacitance.

Third, the presence of a stationary electrode underneath the electrode would cause two

problems for liquid operation: stiction and squeezed film damping. It is possible that they

could be alleviated by coating the area with a superhydrophobic film to prevent liquid from

entering the gap.

Due to the issues with optical and capacitive sensing, piezoresistive and piezoelectric

sensing are the two remaining options (Figure 1.18). Piezoresistive sensors transduce a

change in the force applied to the cantilever into a change in the resistance of a doped

silicon resistor according to
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Figure 1.18: Piezoelectric and piezoelectric transduction. Piezoresistive sensing transduces
a mechanical load into a change in resistance while piezoelectric sensing transduces the
load into charge polarization. Both detect stress whereas optical and capacitive sensing
respond to deflections.

∆R
R

= σπ (1.9)

where π is the piezoresistive coefficient and σ is the mechanical stress. The change in

resistance is transduced into a voltage using a Wheatstone bridge.

Piezoelectric sensors transduce a change in force into a polarization charge on a

piezoelectric film. The polarization charge can be calculated from

∆Q = d31σA

where d31 is the transverse piezoelectric coefficient of the film and A is the film

area. The charge can be measured by sandwiching the piezoelectric film between metal

electrodes and connecting them to a measurement circuit. Either the charge polarization

or the voltage drop across the film can be measured, with the latter approach working

particularly well for the low permittivity piezoelectric materials commonly used in MEMS

(e.g. AlN and ZnO). The voltage drop across the film can be calculated from

∆V =
∆Q
C

=
σd31A

εpeA/tpe
=

σd31tpe

εpe
. (1.10)

While the charge scales with the area of the film and decreases as the size of the film

decreases, the voltage is invariant to film area and actually increases as the film is made
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thinner. Voltage-sensing is preferable for most nanoelectromechanical systems (NEMS)

[43]. But whereas charge-sensing is insensitive to parasitic capacitances, the performance

of voltage-sensed piezoelectric films degrades with parasitic capacitances.

Both piezoresistive and piezoelectric sensors respond to stresses whereas optical and

capacitive sensors respond to deflections. Both types of sensors can be integrated into the

cantilever beam without any stationary reference electrode (Figure 1.15) and both can be

integrated with < 1 µm thick cantilever beams.

Each technique has practical advantages and disadvantages. Both operate at fairly

low voltages (< 1 V) and can be coated with a thin dielectric layer to electrically

isolate the device from the patch clamp electrode. Piezoresistors can be fabricated using

common cleanroom equipment whereas the deposition of thin piezoelectric films uses fairly

specialized equipment and processes. But piezoresistors continuously dissipate electrical

power, raising the possibility of damaging the sample being studied, whereas piezoelectric

sensors essentially do not dissipate any power.

The deciding factor between piezoresistive and piezoelectric sensing is the resolution

of the sensor. We have written a detailed comparison of piezoresistive and piezoelectric

sensing for broadband cantilever-based force sensors [43] and found that piezoresistive

sensing yields significantly better force resolution for cantilevers less than 1 µm thick. We

will not discuss the piezoelectric readout circuit or comparison in detail in this work for

brevity, but refer the interested reader to Ref. [43].

The major distinction between piezoresistive and piezoelectric sensing is the impact of

parasitics on their measurement resolution. Parasitic resistances decrease the sensitivity

of piezoresistive sensors (1.9) while parasitic capacitances do the same for piezoelectric

sensors (1.10). If parasitics are large relative to the piezoresistor resistance or piezoelectric

capacitance then it becomes impossible to achieve the theoretical force and displacement

resolution that the sensor is capable of. We have focused on the mechanics of the force

probe so far (i.e. spring constant and rise time) but achieving the force and displacement

resolutions required for the cochlear hair cell application is nontrivial in its own right.

Of the two types of parasitics, resistive parasitics are obscenely simpler to minimize [42,

44] while parasitic capacitances are anything but, making piezoresistive sensing the clear

choice. Piezoelectric sensing is often used in cantilevers that are operated on resonance
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Thermal Piezoelectric

Figure 1.19: Summary of microcantilever actuator technologies. Microcantilevers are
commonly actuated capacitively, electromagnetically, thermally and piezoelectrically.
Capacitive actuation utilizes a stationary electrode to apply an electrostatic force to the
cantilever, while electromagnetic actuation uses a magnetic material on the cantilever and
external magnetic field gradient (or vice versa) to actuate the cantilever. Thermal actuation
is accomplished by using a bilayer cantilever with a coefficient of thermal expansion
mismatch (e.g. aluminum and silicon) and a resistive heater. Piezoelectric actuation uses
an electric field to induce strain in a piezoelectric film.

because the sensor resolution requirements are not as stringent [45,46]. In the next chapter

we will discuss the fundamentals of piezoresistive sensing in much more detail and consider

the design optimization of piezoresistive cantilevers.

1.4.2 Actuation techniques

The force probe we are designing requires both a sensor and actuator. Integrating the

actuator directly into the probe rather than using an external, macroscale actuator ensures

that the probe has a flat frequency response over the entire measurement bandwidth. For

example, the main limitation in measuring hair cell kinetics to date has not been the

frequency response of the glass probe but that of the actuator and mounting hardware.

In this section we will investigate the actuator technologies that could be integrated with

the piezoresistive sensor.
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There are four common microscale actuation techniques: capacitive, electromagnetic,

thermal and piezoelectric (Figure 1.19). The four actuators are located at the base of the

cantilever on the assumption that the piezoresistive sensor will be located beyond the end

of the actuator, closer to the tip. We will discuss this design choice in more detail in the

next chapter.

We discussed capacitive sensing in the last section. Capacitive actuation uses the

same arrangement of a cantilever beam and stationary electrode. Rather than applying

an electrical potential between the cantilever and electrode in order to infer their spacing,

the potential is applied in order to electrostatically pull the cantilever towards the electrode.

While parasitic capacitances are no longer a major issue, the other issues with capacitive

transduction that we discussed in the last section (i.e. pull-in, large voltages, squeezed film

damping, stiction and passivation) still hold. Capacitive sensing and actuation is viable for

certain biological measurements [47, 48] but is not a particularly attractive option for this

application.

Electromagnetic actuation takes advantage of magnetic-field mediated forces to deflect

the cantilever. There are several possible electromagnetic actuator implementations. A

magnetic film could be deposited onto the cantilever, allowing the cantilever actuation using

a macroscale electromagnetic. Alternatively, the on-chip portion of the actuator could be

an electromagnet in the form of a resistive loop.

The first option (permanent magnet on the cantilever) is not convenient because high

permeability magnetic materials are not CMOS compatible [49]. Iron, nickel, lead and

other heavy metals reduce carrier lifetime in silicon and diffuse quickly at high temperature,

limiting the tools available in most cleanrooms for processing wafers contaminated with

heavy metals.

The second option (electromagnet on the cantilever) is a more practical option. Device

fabrication would be straightforward and actuation frequencies could easily extend into the

MHz range due to the relatively small inductance of microscale electromagnets. Ref. [50]

is an excellent recent example of a cantilever that utilizes electromagnetic actuation. The

large external DC magnetic field would not interfere with the patch clamp or piezoresistor

signals so long as it was fairly stable. The main challenge in electromagnetic actuation is

generating sufficient force. Force can be generated from either magnetic moments or the
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Lorentz force.

The force on a magnetic moment in a magnetic field is

FM = ∇(m ·B)

where m is the magnetic moment and B is the external magetic field. The magnetic

moment of a current carrying loop is m = IA where I is the curent and A is the area of the

loop. The force on the cantilever in the out-of-plane direction can then be calculated from

FM = IA
∂B
∂ z

.

Assuming an external magnetic field gradient of 100 T/m [51], a current of 1 mA

(limited by heating and electromigration), and a 5 µm x 40 µm loop, electromagnetic

actuation could generate a force of about 20 pN. However, the actuator is applying the

force near the base of the cantilever. The lever arm effect from this arrangement reduces

the effective force by the ratio of the total probe length to the actuator length. For example,

if the actuator were 40 µm long and the entire length of the probe was 140 µm, the effective

force would be reduced 7-fold, yielding an effective force of about 3 pN.

Alternatively, the cantilever could be actuated using the Lorentz force. This approach

has been used for several microcantilever-based systems and integrated with piezoresistive

force sensing [50, 52, 53]. The force experienced by a charge carrier moving in a magnetic

field is

FL = q~v×~B

where v is the carrier velocity. An out-of-plane force on a cantilever beam can

be generated from a current loop by orienting that external magnetic field along the

longitudinal axis of the beam so that the carriers are moving perpendicular to the magnetic

field at the end of the current-carrying loop. We can rewrite the Lorentz force experienced

by the cantilever beam as

FL = IwaBx
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where I is the total current, wa is the extent of the current loop in the y-direction and Bx

is the magnitude of the magnetic field in the x-direction. Assuming 1 mA of current, a 5 µm

wide loop and external field of 0.2 T [52] the Lorentz force could generate 1 nN of force.

Assuming once more that the loop extended 40 µm along the length of a 140 µm long

probe the effective tip force would be about 285 pN. While smaller than the ideal range of

0.3 to 15 nN (Table 1.1), electromagnetic actuation could probably generate large enough

deflections with sufficient design optimization, particularly if the electromagnet extended

the entire length of the force probe.

However, we opted against electromagnetic actuation for the force probe. While ca-

pacitive, thermal and piezoelectric actuators are self-contained, electromagnetic actuation

requires the generation of a large external magnetic field. Self-contained actuators have

a substantial advantage in that they can be calibrated and characterized once before being

used on a standard microscope in any research laboratory. Most importantly, integrating

either a solenoid, permanent magnet or electromagnetic micromanipulator with the hair

cell measurement setup would have been nontrivial [51, 54].

Piezoelectric and thermal actuation both operate on the principle of a bilayer beam

(Figure 1.19). Expansion and contraction of the actuator induces deflections at the tip

of the cantilever beam. Whereas electromagnetic actuators generate tip deflection from a

force, piezoelectric and thermal actuators generate tip deflection from strain. Piezoelectric

actuator strain is induced by applying an electric field across a piezoelectric film, while

thermal actuator strain is induced by resistively heating a bilayer film composed of two

layers with a large mismatch in their coefficients of thermal expansion.

Due to their similarities, we will discuss the two techniques in parallel. We will

briefly compare the deflection range of piezoelectric and thermal actuators with our design

requirements before discussing the actuation bandwidth and fabrication complexity of each

technique.

We can estimate the tip deflection for piezoelectric and thermal actuation by making

a few simplifying assumptions. We will assume that the actuator extends la along the

length of the beam, which has a total length of lc. We will assume that the thickness of

the actuator is ta and that uniform strain of εa is generated throughout the thickness of the

actuator. Finally, we will assume that the actuator and silicon portions of the beam have
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similar bending rigidities so that the neutral axis is located at the interface between the two.

From these assumptions, we can approximate the curvature along the length of the

actuator as

C =
M
EI

=
waEaε(ta/2)2

Eawa(2ta)3/12
=

3ε

8ta
.

The curvature can be integrated along the length of the actuator to calculate the tip

deflection as

vtip =
1
2

Cl2
a +Cla(lc− la). (1.11)

We will present more detailed multilayer beam bending models in Chapter 3 but will

use (1.11) for now in order to quickly estimate the capability of each actuation technique.

Piezoelectric actuator strain can be calculated from

ε =
d31V

ta

where d31 is the transverse piezoelectric coefficient of the material and V is the potential

drop across the film. Thermal actuator strain can similarly be calculated from

ε = ∆α∆T

where ∆α is the mismatch between the cantilever and actuator coefficients of thermal

expansion while ∆T is the average temperature change of the actuator with respect to its

initial temperature.

We can calculate the approximate tip deflections for piezoelectric and thermal actuators

using our simplified bilayer beam model (1.11). We will once again assume that the probe

consists of a 40 µm long actuator at the base of a 100 µm long force sensor. Based upon

our earlier estimate of the required beam thickness (Figure 1.12) we will assume that the

actuator is 250 nm thick.

The piezoelectric actuator would induce a 900 nm tip deflection assuming d31 = 2 pm/V

and V = 10 V. The d31 coefficient we assume is representative of thin aluminum nitride

(AlN) or zinc oxide (ZnO) films. In the case of the thermal actuator, we will assume an
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aluminum actuator (α = 23 ppm/K), silicon beam (α = 3 ppm/K) and temperature change

of 5 K to yield an identical tip deflection of 900 nm. The equivalent force at the tip depends

on the spring constant of the force probe; assuming spring constants ranging from 1 to 50

pN/nm the equivalent force would range from 0.9 to 45 nN, several orders of magnitude

larger than electromagnetic actuation. The voltage required for each technique can be

reduced by either decreasing the actuator thickness (piezoelectric) or decreasing the heater

resistance (thermal) and can be scaled over a wide range.

Both thermal and piezoelectric actuation are clearly capable of providing sufficiently

large deflections for the force probe. A second requirement for an actuator is providing

sufficiently fast actuation. Both piezoelectric and thermal actuators are first-order systems,

and their time constants can be calculated from

τ = 2πRC.

where R and C are the electrical resistance and capacitance (piezoelectric actuator) or

thermal resistance and capacitance (thermal actuator).

The time constant of a piezoelectric actuator is straightforward to calculate. Assuming

R and C of 50 Ω and 1 nF, the piezoelectric actuator time constant would be only 0.3 µs,

substantially faster than even the fastest hair cell experiments we hope to do. Piezoelectric

actuator speed would only be limited by the overall dynamics of the force probe.

The time constant of a thermal actuator is slightly more complicated to calculate. We

can conservatively estimate τ by assuming that heat only flows along the length of the

cantilever and not directly into the surrouding air or liquid (i.e. that the cantilever is

operating in vacuum). In that case, R and C can be calculated from

R =
la

2watak

C = ρclawata

where k, ρ and c are the effective thermal conductivity, density and specifical thermal

capacity of the actuator. Assuming the material properties of aluminum (ρ , c and k of
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2700 kg/m3, 900 J/kg-K and 200 W/m-K), the thermal time constant of the actuator would

be about 50 µs. While slower than ideal, the assumptions used in calculating it are fairly

conservative, suggesting that it might be fast enough for at least the bundle mechanics

experiments if not the kinetics experiments.

Both thermal [55, 56] and piezoelectric [45, 46, 57] actuators have been successfully

integrated with piezoresistive sensors. However, piezoelectric actuators are slightly more

complicated to fabricate due to issues with obtaining high d31 coefficients from thin film

and the specialized deposition and etch processes required. A substantial advantage of

thermal actuation is that it does not require any additional processing steps beyond those

required for piezoresistive sensor fabrication. We will discuss their fabrication in Chapter

4, but for now simply want to note that both actuation techniques have previously been

integrated with piezoresistive sensing.

1.4.3 Probe topology and prior work

Based upon this brief analysis of microscale sensing and actuation techniques, we will

fabricate force probes that combine piezoresistive force detection with piezoelectric and

thermal actuation. Both piezoresistive/piezoelectric (PRPE) and piezoresistive/thermal

(PRT) scanning probes have been fabricated by other research groups. In this section we

will briefly summarize prior work on scanning probes with integrated sensing and actuation

and distinguish how our probe design will differ from them.

Minne, Manalis and Quate fabricated the first PRPE probes in 1995 [58]. Their

cantilevers were 3.5 µm thick, 75 µm wide and on the order of 420 µm long with spring

constants ranging from 0.6 to 7.1 N/m and resonant frequencies in air ranging from 20 to

70 kHz (Figure 1.20). They used ZnO deposited on a Ti/Au electrode for actuation and

an ion implanted boron piezoresistor for force readout. The displacement resolution of the

piezoresistor was 2.2 nm (equivalent to a force resolution of 1.3 to 15.6 nN) in a 10 Hz - 1

kHz bandwidth. The DC deflection of the cantilever ranged from 15-58 nm/V.

Their fabrication process is illustrated in Figure 1.21. The process consisted of

four phases: tip formation and sharpening, piezoresistor implantation and activation,

piezoelectric deposition and patterning, and cantilever release. There are two notable
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Figure 1.20: SEM micrograph of the first scanning probes to integrate piezoelectric
actuation with piezoresistive force readout. The probes were developed by Minne, Manalis
and Quate in 1995 for constant-force topography scanning using an array of scanning
probes. The probes were roughly 3.5 µm thick, 75 µm wide and 420 µm long with spring
constants ranging from 0.6 to 7.1 N/m. Reprinted from Ref. [58] with permission from the
American Institute of Physics.

features of this first PRPE fabrication process. First, the piezoresistor extended the entire

length of the cantilever. We will see in the next chapter that a shorter piezoresistive loop

is generally desirable. Second, the piezoresistor extended underneath the piezoelectric

actuator. This configuration was modified by subsequent researchers to limit capacitive

and mechanical coupling between the actuator and sensor.

The Quate group improved their PRPE probes several times in the following years.

In 1996, Minne, Manalis, Atalar and Quate reported two improvements [59]. First,

they increased the doping of the piezoresistor underneath the piezoelectric actuator. This

modification reduced the excess piezoresistor resistance and reduced mechanical actuator-

sensor crosstalk, although it did not reduce capacitive crosstalk. Second, they added

an additional trace of doped silicon in order to allow tip biasing for scanning probe
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Figure 1.21: Cross-section of the first PRPE scanning probes. The fabrication process
consisted of four phases: tip, piezoresistor, piezoelectric and cantilever release. The
piezoresistor extended along the entire length of the cantilever, with the air gap between the
piezoresistor legs forming the piezoresistor loop. The piezoelectric actuator consisted of
a ZnO film deposited on Cr/Au electrodes. Notably, the piezoresistor runs underneath the
piezoelectric actuator, in contrast with later piezoresistor-actuator (PRA) probes. Reprinted
from Ref. [58] with permission from the American Institute of Physics.

lithography. Later that year, Manalis, Minne and Quate reported an improved piezoresistor

readout scheme [57]. They measured the piezoresistor signal using a lock-in amplifier to

eliminate the impact of capacitively coupling between the actuator and sensor. By biasing

the piezoresistor at a much higher frequency than the actuator bandwidth (130 kHz vs. 8

kHz) they were able to reduce the impact of capacitive crosstalk.

In 1998, Minne et al. presented an updated PRPE probe [60]. They made two important

design improvements. First, they improved the grounding of the bottom PE electrode to

reduce capacitive crosstalk. Second, they reduced the length of the piezoresistor so that

it did not extend the entire length of the cantilever, improving the deflection resolution

of the system. They fabricated a 50 x 1 array of PRPE probes in order to enable parallel,
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Figure 1.22: A PZT-based PRPE probe developed by Kim et al. [65]. The probes
incorporated several important improvements from earlier PRPE designs. First, the
piezoresistor did not run underneath the actuator, reducing capacitive crosstalk. Second,
they used PZT rather than ZnO for the actuator enabling a reduction in probe size and
actuator voltages. Reprinted from Ref. [65] with permission from Elsevier.

high-speed atomic force microscopy and lithography [61]. In parallel, Manalis and Sulchek

developed an interferometric optical readout scheme for parallel, high-speed atomic force

microscopy, although they did not integrate individual probe actuation into these devices

[62, 63].

In 2000, Sulchek et al. applied on-chip piezoelectric actuation to operation in liquid

[64]. They used a thin coating of polydimethylsiloxane (PDMS) to passivate the ZnO

actuator from the liquid. These probes did not include a piezoresistor and used the

conventional laser beam bounce approach to detect cantilever deflection. Sulchek et al.

observed a reduction in resonant frequency (56 to 35 kHz) and quality factor (110 to 3) for

cantilever operation in liquid rather than air. While the PDMS coating would have been

too thick for application to sub-micron thick cantilevers, their use of a soft polymer was

notable.
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In 2003, Kim et al. presented a PRPE probe utilizing a PZT actuator [65]. They made

two major improvements over earlier PRPE scanning probe designs. The first improvement

was switching from ZnO to PZT for the piezoelectric actuator. The much higher d31

coefficient of PZT allowed for lower actuation voltages and the fabrication of shorter,

higher frequency probes while still enabling tip deflections of up to 10 µm.

The second improvement that they made was changing the piezoresistor layout.

They compared three different configurations. In the first configuration the piezoresistor

extended underneath the PZT actuator. In the second, they reduced the width of actuator so

that it did not overlap with the piezoresistor. In the third configuration, they only fabricated

the piezoresistor beyond the end of the PZT actuator and used metal interconnects to make

contact with it. The third configuration represented a 5-fold improvement over the work

by Minne et al. [60]. The three piezoresistor configurations are shown in Figure 1.23.

Note that the third configuration yielded the best performance due to a reduction in the

actuator-sensor capacitance and the lower resistance of the metal interconnects, because

the sensor resistance is what transduces the capacitively injected current into a voltage. We

will discuss actuator-sensor crosstalk mechanisms in more detail in the next chapter.

Shin et al. developed a similar PRPE probe in 2010 utilizing a PZT actuator and

placing the silicon piezoresistor beyond the end of the actuator [66]. They also included

a reference cantilever in the Wheatstone bridge in order to reduce common-mode signals

such as capacitive coupling and temperature changes, although they did not report the level

of capacitive crosstalk.

In parallel with the development of PRPE probes from 1995 to 2010, several groups

developed PRT probes. Early in 2003, Ivanov et al. reported a piezoresistive probe utilizing

the thermal expansion of an aluminum film for actuation [67]. Later that year the Rangelow

group reported additional details of their PRT probes in Pedrak et al. [68]. The silicon

resistor used to heat the aluminum actuator was biased with the sum of two signals. The

resonant mode of the cantilever was excited by the first signal (AC) while a lower frequency

signal (DC) was used to adjust the deflection of the probe to maintain constant cantilever

deflection based upon the piezoresistor signal. The beauty of the aluminum-based PRT

process was that it did not require any substantial modification from a piezoresistor-only

fabrication process. In fact, their 2003 process was based upon a piezoresistive cantilever
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Figure 1.23: Alternative probe layouts to reduce capacitive crosstalk. In sample #1 the
silicon piezoresistor runs underneath the piezoelectric actuator. In sample #2, the width
of the actuator has been reduced in order to reduce the overlap capacitance between the
actuator and sensor. In sample #3, which yielded a nearly 10-fold reduction in crosstalk
from the other designs, metal interconnects are used to contact the piezoresistor, which is
located beyond the end of the actuator. Reprinted from Ref. [65] with permission from
Elsevier.

process developed in 1996 by some of the same authors [69].

Fantner et al. reported an updated PRT probe in 2009 and applied it to topographical

scans of yeast cells in liquid [55]. A schematic of their probe is shown in Figure 1.24.

Their cantilevers were 3-5 µm thick, 110 µm wide and 320 µm long with spring constants

ranging from 2 to 11 N/m. A typical probe had resonant frequencies of 80 kHz and 13

kHz in air and water, respectively. The probes were coated with a thin layer of formvar

dissolved in ethylene dichloride in order to passivate the aluminum from the surrounding

liquid.

As in the 2003 PRT devices, the first resonant mode of the cantilever was excited

by the thermal actuator (ω) while the piezoresistor signal was measured at twice the
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Figure 1.24: Schematic of a piezoresistive cantilever with thermal actuation. A Wheatstone
bridge consisting of four piezoresistors is fabricated near the base of the cantilever with two
resistors actively sensing stress. The thermal actuator is located near the tip of the probe.
The cantilever is driven on resonance and a constant force is maintained using the thermal
actuator based upon the piezoresistor signal amplitude. Reprinted from Ref. [55] with
permission from IOP Publishing.

thermal actuator frequency due to the square-law nature of thermal actuation (2ω) [67,68].

Assuming an actuation signal of the form

V (t) =VAC sin(ωt)+VDC

the actuator power dissipation can be calculated from

W =
V 2

R

=
1
R

[
V 2

AC

(
1− cos(2ωt)

2

)
+2VACVDC sin(ωt)+V 2

DC

]
=

1
R

[
−

V 2
AC
2

cos(2ωt)+2VACVDC sin(ωt)+
(

V 2
AC
2

+V 2
DC

)]
where R is the heater resistance and W is the power dissipation. By driving V at ω and

measuring the cantilever deflection at 2ω the capacitive crosstalk signal can be isolated

from the piezoresistor signal, although thermal and mechanical crosstalk will remain. If



1.4. MICROSCALE TRANSDUCTION TECHNIQUES 43

VDC 6= 0 then there will be cantilever deflection at ω as well. The spectral separation

between the voltage and actuation signals is ideal for tapping mode probe operation but

can not be applied to measuring the step or impulse response of a sample.

The work by Fantner et al. demonstrated the two major advantages of thermal actuation

over piezoelectric actuation. First, the fabrication process is fairly straightforward. Second,

if the PRT probe is operated in tapping mode then the capacitive crosstalk signal can be

isolated. This is not an option for piezoelectric actuation, because piezoelectric actuation

is linear while thermal actuation is quadratic.

The following year, Hafizovic et al. demonstrated thermally actuated piezoresistive

cantilevers with nN force resolution that were monolithically integrated with CMOS in

order to enable the independent and parallel operation of multiple probes [70]. The

actuation bandwidth of the thermal actuators was limited to about 300 Hz due to the

relatively large size of the probes [71].

Sarov et al. developed the thermally actuated probe topology further in 2011 in order

to reduce actuator-sensor crosstalk. They used metal rather than silicon for the resistive

heater. Reducing the heater resistance allowed for the same actuation power with a smaller

voltage. By reducing the heater resistance 30-fold they were able to reduce the required

actuator voltage 5-fold [56].

In this section we have discussed the PRPE and PRT probes that have been fabricated

to date. All of them have been much larger (> 2.5 µm thick) and stiffer (> 0.6 N/m) than

required for the study of cochlear hair cell mechanics. The reason for their larger size is

simply that they were designed for conventional AFM topography scanning rather than the

study of soft biological samples. If we expand our review of prior work to include probes

without integrated actuation, there are numerous examples of smaller and softer probes.

For example, Ando et al. reported an AFM system in 2001 that was capable of imaging

cells and biomolecules at 12.5 frames per second (fps) in liquid [72]. They utilized optical

beam bounce readout with 140 nm thick, 2 µm wide and ≈ 10 µm long silicon nitride

cantilevers. The cantilevers were coated with a thin metal film in order to increase their

reflectivity. Cantilever stiffnesses ranged from 150 to 280 pN/m with resonant frequencies

ranging from 1.3 to 1.8 MHz in air and 450 to 650 kHz in water. If their probes had been

slightly longer, their mechanical characteristics would have been ideal for measurements
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Figure 1.25: Examples of 89 nm thick piezoresistive cantilevers. The cantilevers are all 89
nm thick and range from 2 to 44 µm in width and 10 to 350 µm in length. While several of
the cantilevers have the mechanical properties required for the study of cochlear hair cell
mechanics, they do not include integrated actuation for the high-speed operation. Reprinted
from Ref. [36] with permission from the American Institute of Physics.

of bundle mechanics besides the challenge in applying beam bounce readout to the hair cell

problem.

The first piezoresistive cantilevers, reported by Tortonese et al. in 1993 [35], were

relatively large. Their cantilevers were 4.5 µm thick, 10 to 50 µm wide and 75 to 400

µm long with spring constants ranging from 5 to 100 N/m and resonant frequencies in

air ranging from 40 to 800 kHz. But small, soft piezoresistive cantilevers have also been

developed. Chui et al. reported 1 µm thick cantilevers in 1996 [73] while Ried et al.

reported 340 nm thick cantilevers in 1997 [74]. In 1999, Harley and Kenny reported 89 nm

thick epitaxial piezoresistive cantilevers [36]. Several of the probes that they fabricated are

shown in Figure 1.25, with lengths ranging from 10 to 350 µm and widths ranging from

2 to 44 µm, respectively. Harley and Kenny published their seminal work on piezoresistor

noise and design optimization the following year, which we will draw heavily upon in the

next chapter [75].

To summarize this section, while numerous probes with integrated actuation have been
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fabricated to date, none have combined the stiffness, bandwidth and sensor resolution

performance required for studying high-speed molecular and cellular processes, particu-

larly cochlear hair cell mechanics and kinetics. There is a clear need for a faster, higher

performance force probe; the remainder of the thesis will focus on the design, fabrication

and application of such a probe.

1.5 Thesis outline

The rest of the thesis is organized as follows:

• Chapter 2: Piezoresistor fundamentals. Piezoresistive sensor design requires a

good understanding of the mechanical, electrical and thermal processes involved. In

this chapter we will discuss the fundamentals of piezoresistive sensors, including

signal conditioning, fabrication methods and numerical design optimization.

• Chapter 3: Probe design. We will apply the numerical models developed in the

last chapter to design optimized force probe sensors. Next we will discuss the design

of thermal and piezoelectric unimorph actuators and generate the combined sensor-

actuator force probe designs. We will close by discussing actuator drive and sensor

readout circuits.

• Chapter 4: Fabrication. The mask layout, fabrication processes and preliminary

characterization of the force probes will be presented.

• Chapter 5: Characterization. The performance of the finished force probes will be

characterized using a variety of techniques. We will discuss the mechanical, sensing,

and actuation performance of the probes and compare them with our design goals.

• Chapter 6: Hair cell experiments. We will apply our force probes to the study of

cochlear hair cell mechanics and kinetics. Capacitive crosstalk between the on-chip

actuator and patch clamp electrode will be discussed and solutions will be presented.

Preliminary measurements on a mammalian inner hair cell will be shown.
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• Chapter 7: Summary. We will summarize the most important results from the rest

of the thesis and suggest future research directions.

A handful of appendices are included at the end of the thesis. Appendix A summarizes

the mathematic symbols used throughout this work. Appendix B lists the publication

that I contribute to while at Stanford. Appendix C includes a detailed discussion of

the circuit designs, including schematics and printed circuit board layouts. Appendix

D reproduces the masks used to fabricate the force probes while Appendix E includes

fabrication runsheets and process details. Appendix F describes the first iteration of the

force probe fabrication process. Appendix G provides lookup tables that can be used to

design ion implanted piezoresistive sensors. Finally, Appendix H reproduces the code used

to design and model the piezoresistive cantilevers.



Chapter 2

Piezoresistor fundamentals

In this chapter we will discuss the modeling and design concepts that form the basis of

piezoresistive sensor design. First we will consider resistive strain sensing in general

and the piezoresistive effect in particular. Next, we will discuss signal conditioning,

process modeling, noise sources and other fundamental modeling issues. We will close

by discussing temperature effects and numerical design optimization. Parts of this chapter

were adapted from an earlier review of piezoresistance [24].

Consider a homogenous resistor in the shape of a square prism (Figure 2.1). The

electrical resistance (R) measured between its ends is

R =
ρl
w2 (2.1)

where l is the length, w is the width of each side, and ρ is the electrical resistivity.

(a) (b)

Figure 2.1: (a) The electrical resistance of a homogenous square prism depends on its
dimensions (l and w) and resistivity (ρ). (b) When subjected to mechanical loading, all
three can potentially change, leading to a change in the measured electrical resistance.

47



48 CHAPTER 2. PIEZORESISTOR FUNDAMENTALS

A mechanical load applied to one face of the resistor while holding the other end

stationary will mechanically strain the material. For a change in length equal to ∆l, the

longitudinal strain in the material is εl = ∆l/l to first-order approximation.

The width will also change due to contraction of material in the transverse direction

in proportion to the Poisson’s ratio of the material (ν). For a sufficiently small strain the

change in width is ∆w = −νεlw. ν ranges from 0.20 to 0.35 for most polycrystalline

metals. For single crystal silicon, which is anisotropic, the Poisson’s ratio ranges from 0.06

to 0.36 depending on the crystal orientation [76, 77]. The lower and upper limits for ν of

an isotropic material are -1.0 and 0.5 [78].

We can take the natural log and partial derivatives of both sides of (2.1) to obtain

∂R
R

=
∂ρ

ρ
+

∂ l
l
−2

∂w
w

(2.2)

and can write the relative resistance change in terms of the strain [79] as

∆R
R

=
∆ρ

ρ
+(1+2ν)εl (2.3)

The gauge factor (GF) of a strain gauge is defined as

GF =
∆R/R

εl
. (2.4)

Combining (2.3) and (2.4) we see that geometric effects alone provide a gauge factor

of approximately 1.4 to 2.0 depending on the Poisson’s ratio. Metals experience a small

resistivity change with strain, which typically increases the gauge factor by an additional

0.3 or so. However, for silicon and other semiconductors, ∆ρ/ρ can be 50 to 100 times

larger than the geometric term due to the piezoresistive effect.

2.1 Notation fundamentals

In this chapter we will explore the piezoresistive effect in detail. After introducing crystal

structure and notation fundamentals we will describe how the magnitude and origins of

piezoresistivity, and how the magnitude of the effect varies with crystal orientation, dopant
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(a)
(b) (c)

(d) (e)

Figure 2.2: (a) Covalently bonded diamond cubic structure of silicon. Silicon has four
covalent bonds and coordinates itself tetrahedrally. (b-d) Commonly employed crystal
planes of silicon include the (100), (110) and (111) planes. (e) Wafers smaller than 200
mm in diameter have a major flat that indicates the <110> direction. Piezoresistors are
typically oriented in the <100> or <110> directions for n- or p-type doping, respectively.
Following Ref. [24]. ©2009 IEEE.

concentration and temperature.

2.1.1 Crystal structure

Crystals are periodic arrangements of atoms arranged in one of 14 lattice types and

complete reviews are available elsewhere [80,81]. The Miller indices specify crystal planes

by n-tuples. A direction index [hkl] denotes a vector normal to a plane described by

(hkl). Angle-bracketed indices, like <hkl>, represent all directions equivalent to [hkl]

by symmetry.

In a hexagonal crystal, as found in most silicon carbide polytypes, the Bravais-Miller

index scheme is commonly adopted where four indices are used to represent the intercept-

reciprocals corresponding to the four principal crystal axes (a1, a2, a3, and c). The axes a1,

a2, and a3 are on the same plane and 120◦ apart from one another while c is perpendicular

to the a-plane defined by the (a1, a2, a3) triplet.

Crystalline silicon forms a covalently bonded diamond-cubic structure with lattice

constant a=5.43 Å (Figure 2.2a). The diamond-cubic structure is equivalent to two
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Figure 2.3: Nine components, σij, of stress on an infinitesimal unit element. For clarity,
stresses on negative faces are not depicted. Following Ref. [24]. ©2009 IEEE.

interpenetrating face-centered-cubic (FCC) lattices with basis atoms offset by 1
4a in the

three orthogonal directions [80]. Silicon’s diamond-cubic lattice is relatively sparse (34%

packing density) compared to a regular face-centered-cubic (FCC) lattice (74% packing

density).

Commonly used wafer surface orientations in micromachining include (100), (111),

and (110) (Figure 2.2b). The {111} planes, oriented 54.74◦ from {100} planes, are the

most densely packed. As alluded to earlier, the magnitude of the piezoresistive effect varies

with the crystal orientation of the resistor. In order to maximize sensitivity piezoresistors

are typically oriented in the <100> direction for n-type doping and <110> direction for

p-type doping. Variation in piezoresistive coefficients with orientation will be discussed in

more detail shortly.

2.1.2 Stress, strain and tensors

To define the state of stress for a unit element (Figure 2.3), nine components, σij, must be

specified, as in:

σ =


σ11 σ12 σ13

σ21 σ22 σ23

σ31 σ32 σ33

 (2.5)
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The first index i denotes the direction of the vector normal to the surface that the stress

is applied to, while j indicates the direction of the force or stress. If i = j, the stress is

normal to the specified surface, while i 6= j indicates a shear stress on face i (Figure 2.3).

From static equilibrium requirements that forces and moments sum to zero, a stress tensor is

always symmetric, that is σij = σji, and thus the stress tensor contains only six independent

components. Strain, εi j, is also directional. For an isotropic, homogeneous material, stress

is related to strain by Hooke’s Law, σ = εE [82].

Although effective values of Young’s modulus and Poisson’s ratio for a single direction

are often employed for simple loading situations, a tensor is required to fully describe the

stiffness of an anisotropic material such as silicon [42, 83, 84]. The stress and strain are

related by the elastic stiffness matrix, C, where σij =Cijklεkl, or equivalently by the inverse

compliance matrix, S, where εij = Sijklσkl:



σ11

σ22

σ33

σ23

σ13

σ12


=



c11 c12 c13 c14 c15 c16

c12 c22 c23 c24 c25 c26

c13 c23 c33 c34 c35 c36

c14 c24 c34 c44 c45 c46

c15 c25 c35 c45 c55 c56

c16 c26 c36 c46 c56 c66





ε11

ε22

ε33

2ε23

2ε13

2ε12


(2.6)

and



ε11

ε22

ε33

2ε23

2ε13

2ε12


=



s11 s12 s13 s14 s15 s16

s12 s22 s23 s24 s25 s26

s13 s23 s33 s34 s35 s36

s14 s24 s34 s44 s45 s46

s15 s25 s35 s45 s55 s56

s16 s26 s36 s46 s56 s66





σ11

σ22

σ33

σ23

σ13

σ12


(2.7)

Collapsed notation reduces each pair of subscripts to one number: 11→1, 22→2,

33→3, 23→4, 13→5, 12→6, e.g. σ11 becomes σ1, ε12 becomes ε6, c1111 becomes c11

and s2323 becomes s44.
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Figure 2.4: Notation for Smith’s test configurations. Configurations A and C measured
longitudinal piezoresistance, while configurations B and D provided transverse coefficients.
Voltage drops between the electrodes (dotted lines) were measured while uniaxial tensile
stress, σ , was applied to the test sample by hanging a weight. The experiments were done
in constant-current mode in a light-tight enclosure with controlled temperature (25±1◦C).
After Smith [85]. ©1954 American Physical Society.

2.2 Piezoresistivity

Single crystal germanium and silicon were the first materials widely used as piezoresistors.

Smith reported the first measurements of large piezoresistive coefficients in these semicon-

ductor crystals in 1954 noting that work by Bardeen and Shockley, and later Herring, could

explain the phenomena [85]. Smith applied Bridgman’s tensor notation [86] in defining the

piezoresistive coefficients and geometry of his test configurations (Figure 2.4).

2.2.1 Crystallographic orientation

The piezoresistive coefficients (π) require four subscripts because they relate two second-

rank tensors of stress and resistivity. In general current is forced across the piezoresistor

in one direction, the voltage drop is measured along another, and the stress is applied in a
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separate arbitrary direction.

The first subscript refers to the direction of electrical potential measurement, the second

to the direction of current flow, in the resistor, and the third and fourth to the stress

(recall that stress has two directional components). For conciseness, the subscripts of each

tensor are also collapsed [87], e.g. π1111 → π11, π1122 → π12, π2323 → π44. Kanda later

generalized these relations for a fixed voltage and current orientation (ω) as a function of

stress (λ ) [88]:

∆ρω

ρ
=

6

∑
λ=1

πωλ σλ . (2.8)

Smith determined these coefficients for relatively lightly doped silicon and germanium

samples with resistivities ranging from 1.5 to 22.7 Ω-cm [85]. He measured the piezore-

sistive coefficients for (100) samples along the <100> and <110> crystal directions.

Longitudinal and transverse coefficients for the fundamental crystal axes were determined

directly. Shear piezoresistive coefficients were inferred. By these measurements and

considering the crystal symmetry, Smith fully characterized the piezoresistive tensor of

7.8 Ω-cm p-type silicon as

πωλ =



6.6 −1.1 −1.1 0 0 0

−1.1 6.6 −1.1 0 0 0

−1.1 −1.1 6.6 0 0 0

0 0 0 138.1 0 0

0 0 0 0 138.1 0

0 0 0 0 0 138.1


×10−11

where π has units of Pa−1 and takes the general form of
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πωλ =



π11 π12 π12 0 0 0

π12 π22 π12 0 0 0

π12 π12 π33 0 0 0

0 0 0 π44 0 0

0 0 0 0 π44 0

0 0 0 0 0 π44


As illustrated in Figure 2.4, there are four particularly important piezoresistive mea-

surement configurations. The direction of current flow and applied stress can be parallel

(longitudinal) or perpendicular (transverse) to each other, and they can be oriented in the

〈100〉 or 〈110〉 directions of the crystal lattice.

The net relative resistivity change is usually written as a sum of the longitudinal and

transverse effects as

∂ρ

ρ
= πlσl +πtσt (2.9)

where σl is the stress paralllel to the current flow (longitudinal direction), σt is the stress

perpendicular to the current flow (transverse direction), and πl and πt are the longitudinal

and transverse piezoresistive coefficients.

The relationship between πl, πt and the fundamental piezoresistive coefficients depends

on the crystallographic orientation of the resistor. In the 〈100〉 direction, the relationships

are

πl = π11 (2.10)

πt = π12 (2.11)

while in the 〈110〉 direction they are
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Table 2.1: Piezoresistive coefficients for n- and p-type single crystal silicon in the 〈100〉
and 〈110〉 directions, respectively, near room temperature and at low dopant concentrations
(< 1017 cm−3).

Doping Type π11 (10−11 Pa−1) π12 (10−11 Pa−1) π44 (10−11 Pa−1)

n-type -102.2 53.4 -13.6
p-type 6.6 -1.1 138.1

Table 2.2: Longitudinal and transverse piezoresistive coefficients for single crystal silicon
in the 〈100〉 and 〈110〉 directions.

Doping Type Orientation πl (10−11 Pa−1) πt (10−11 Pa−1)

n-type 〈100〉 -102 53.4
〈110〉 -31.6 -17.6

p-type 〈100〉 6.6 -1.1
〈110〉 71.8 -66.3

πl = 1/2(π11 +π12 +π44) (2.12)

πt = 1/2(π11 +π12−π44). (2.13)

The piezoresistive coefficients for lightly doped (< 1017 cm−3), room temperature

single crystal silicon piezoresistors are summarized in Table 2.1. Note the large π11 and

π44 coefficients for n- and p-type silicon, respectively. The longitudinal and transverse

piezoresistive coefficients in the 〈100〉 and 〈110〉 directions are summarized in Table 2.2.

Note that the 〈110〉 orientation with transverse stress can be used to reduce the

resistivity of both n- and p-type resistors. In CMOS devices, where mobility enhancement

is desired, the 〈110〉 orientation is often used to obtain mobility enhancement for both

n- and p-type channels [89]. An alternative approach, which maximizes the mobility

enhancement for both transistor types, is to orient n- and p-type devices in the 〈100〉 and

〈110〉 directions with longitudinal tensile and compressive stresses, respectively [90].

The coefficients illustrate why n- and p-type resistors should be oriented in the

〈100〉 and 〈110〉 directions, respectively, in order to maximize the magnitude of the
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Figure 2.5: Room temperature piezoresistive coefficients in the (100) plane of (a) p-type
silicon and (b) n-type silicon. After Kanda [88], ©1982 IEEE.

piezoresistive effect. Notably, πl ≈ −πt for p-type piezoresistors, while πl ≈ −2πt

for n-type piezoresistors. In certain applications, the large transverse effect of p-type

piezoresistance can be utilized to improve sensitivity (e.g. full Wheatstone bridge devices)

while in others the transverse effect leads to reduced sensitivity (e.g. surface stress sensors).

It is important to emphasize that the polarity of the piezoresistive effects differs for

n-type and p-type silicon. A longitudinal tensile stress decreases the resistivity of n-type

resistors and increases the resistivity of p-type resistors, while a transverse stress leads to

the opposite effects.

Although the 〈100〉 and 〈110〉 directions are optimal, the longitudinal and transverse

piezoresistive coefficients can be calculated for an arbitrary direction from [87]

πl = π11−2(π11−π12−π44)(l2
1m2

1 + l2
1n2

1 +m2
1n2

1) (2.14)

πt = π12 +2(π11−π12−π44)(l2
1 l2

2 +m2
1m2

2 +n2
1n2

2) (2.15)

where l, m, and n are the direction cosines of the direction associated with πl or πt, with

respect to the crystallographic axes. Kanda [88] presented a graphical representation of
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the longitudinal and transverse piezoresistive coefficients in arbitrary directions for (100)

silicon (Figure 2.5) as well as the less commonly used (110) and (211) wafer orientations.

There are two common arrangements for measuring piezoresistive coefficients. Smith,

Tufte and Stelzer, and others used a tensile test bar (Figure 2.4). This method works

particular well for uniformly doped samples. More recent experiments have used four-

point bending to apply a known stress to the piezoresistors [89,91–93]. Four-point bending

applies uniform stress to any piezoresistors located between the two inner supports, and can

be used to test arbitrary samples without the need for sample gripping. An additional benefit

of four-point bending is that the π11, π12 and π44 coefficients can be readily determined

from the same sample by orienting piezoresistors along the 〈100〉 and 〈110〉 directions.

An alternative method for determining the piezoresistive coefficients in arbitrary

directions was developed by Richter et al. [94, 95]. Their method used a circular

piezoresistor with multiple contacts along the resistor annulus to arbitrarily set the current

flow orientation. The circular piezoresistor and typical four-point bending specimen are

shown in Figure 2.6.

2.2.2 Piezoresistance factor

Variation in the resistivity of silicon with respect to strain and temperature depends on

dopant concentration. Initial experiments by Smith used bars of silicon cut from wafers that

were doped while growing the single-crystal ingot [85]. Smith’s samples were relatively

lightly doped, ranging from 5×1014 to 1016 cm−3 in dopant concentration.

Later, Pfann and Thurston [96] proposed diffusion techniques to integrate doped

piezoresistors on the sensor surface. Tufte and Stelzer [97] fabricated diffused piezoresis-

tors and investigated their properties, observing a large reduction in strain sensitivity at high

concentration. In contrast with Smith, their dopant concentrations varied from 3×1018 to

2×1021 cm−3. Tufte and Stelzer reported empirical data on piezoresistive coefficients as a

function of both dopant concentration and temperature, which they varied from -200◦C to

100◦C. Kurtz and Gravel replotted their data and noted that the piezoresistive coefficients

decreased approximately with the logarithm of the surface concentration [98].

Kanda presented a theoretical model for variation in piezoresistive coefficients with
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Figure 2.6: (a) Stress sensor chip with a p-type circular piezoresistors in the middle of the
chip. (b) Schematic diagram of the circular piezoresistor with a radius of 1700 µm. From
Richter et al. [95]. ©2007 IEEE.

dopant concentration and temperature (Figure 2.7) [88]. He also introduced the piezore-

sistance factor notation for calculating piezoresistive coefficients for arbitrary dopant

concentration and temperature,

πl = P(n,T )π0
l (2.16)

πt = P(n,T )π0
t (2.17)

where π0
l and π0

t are the longitudinal and transverse piezoresistive coefficients for

lightly doped silicon at 300 K for the chosen dopant type and crystallographic orientation

(Table 2.2). The piezoresistance factor, P, accounts for variation in the piezoresistive

coefficients with concentration and temperature, and in Kanda’s model is calculated from
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Figure 2.7: Theoretical predictions for the piezoresistance factor for p-type and n-type
silicon from Kanda’s model, calculated from (2.18). The piezoresistance factor is plotted as
a function of dopant concentration for several operating temperatures, and it decreases with
increasing dopant concentration and temperature. The piezoresistance factor decreases
more quickly with dopant concentration for p-type than n-type silicon in Kanda’s model.

P =
300
T

F ′s+(1/2)

Fs+(1/2)
(2.18)

where EF is the Fermi level measured from the conduction or valence band and s is the

scattering exponent, while Fs and F ′s are the Fermi integral and its derivative with respect
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to EF. For s = −1
2 , which corresponds to phonon rather than ionized impurity dominated

carrier scattering, the Fermi integral is approximately

Fs+(1/2) = ln(1+ exp(EF/kbT )) (2.19)

F ′s+(1/2) =
1

1+ exp(−EF/kbT )
(2.20)

In order to properly account for the density of states available for conduction, the Fermi

level is calculated from

n = ν
√

2
(

m∗dkbT
πh

)3/2

F1/2(EF/kbT ) (2.21)

where n is the carrier concentration, h is Planck’s constant, ν is the number of carrier

valleys, and m∗d is the density of states effective mass [99]. There are 6 valleys for both

n-type and p-type silicon, while m∗d is 1.08 or 0.49 for electrons (n-type) or holes (p-type),

respectively [99, 100]. In this problem, n is known and we are solving for EF. In general,

the Fermi integral is

Fs+(1/2) = (kbT )s+(3/2)
∫

∞

0

Es+(1/2)

1+ exp(E−EF/kbT
dE. (2.22)

Solving (2.21) for EF when s = 0 would normally require iterative numerical inte-

gration, but accurate analytical approximations for the inverse Fermi integral have been

developed. We use the method from Nilsson, which is accurate to within 0.5% for

−10 < EF/kbT < 20 [101, 102]. EF is calculated from

EF

kbT
=

ln(u)
1−u2 + v− v

1+(0.24+1.08v)2 (2.23)

where
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Figure 2.8: Comparison between Kanda’s theoretical piezoresistance factor and experi-
mental data at 300 K. The theory, plotted for p-type silicon, overpredicts P at intermediate
dopant concentrations (1017-1018 cm−3) and underpredicts P for high concentrations (1019

cm−3). Experimental data is drawn from Refs. [97, 98, 103–106], and p-type and n-type
data points are plotted as squares and circles, respectively.

u =
π2Nd

ν
√

2

(
m∗dkbT

h

)−3/2

(2.24)

v =
(

3
√

πu
4

)2/3

(2.25)

Kanda’s piezoresistance factor, calculated from (2.18), is plotted in Figure 2.7. The

model predicts a reduction in the piezoresistance factor with increasing temperature and

dopant concentration. Additionally, it predicts a more rapid reduction in P with dopant

concentration for p-type silicon than for n-type silicon. The model also predicts that the

temperature coefficient of sensitivity (TCS), ∂P/∂T , decreases with increasing dopant

concentration, which will discussed in more detail later.

Comparing Kanda’s model with experimental data (Figure 2.8) we see two things.

First, the model significantly underpredicts P at high concentration. Second, there is

no substantial difference in P between p- and n-type silicon. Kanda’s calculated values
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of P agreed well with the experimental values obtained by Mason [104] for doping

concentrations less than 1× 1017 cm−3 from -50 to 150◦C, but they are 21% lower than

experimental results at 3×1019 cm−3. His calculations only consider carrier scattering with

the crystal lattice, and the deviation from experimental data was attributed to additional

scattering by ionized dopants at high concentrations.

The experimental data in Figure 2.8 is drawn from Tufte and Stelzer [97, 103], Mason

[104], Kerr [105], Kurtz and Gravel [98], and Richter [106]. There is no obvious difference

in P between p-type and n-type silicon, although Kanda’s theory predicts a higher P for n-

type silicon at high dopant concentrations. Both Tufte and Kurtz used diffusion doping

to form their piezoresistors, so the coefficients are plotted against the surface dopant

concentration. This can lead to an error of up to 15% due to contributions from the more

lightly doped silicon deeper in the sample [105]. In contrast, Richter used an SOI structure

with uniform doping throughout the device layer to eliminate this effect.

In 2000, Harley developed an empirical fit for the piezoresistance factor based upon the

p-type data from Tufte and Stelzer, Mason, and Kerr [75]. In Harley’s fit, P is calculated

from

P = log10

([
b
n

]a)
(2.26)

where a = 0.2014, b = 1.53×1022 cm−3, and n is the dopant concentration.

Harley’s fit is plotted against the experimental data in Figure 2.9. The fit is accurate for

dopant concentrations above 1× 1018 cm−3 but overpredicts P for lower concentrations.

Additionally, the fit is only for P(N) and not P(N,T ), so can’t be used for devices

operating at temperatures above or below 300 K and does not provide information about

the temperature coefficient of sensitivity.

Richter et al. presented an updated model in 2008 for the piezoresistance factor of p-

type silicon as a function of dopant concentration and temperature [106]. The model was

developed from first principles and included both phonon and ionized impurity scattering,

in constrast with Kanda’s model, which only included phonon scattering. The complete

model was reduced to an approximate analytical formula at the end of the 2008 paper,
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Figure 2.9: Comparison between Harley’s empirical fit and experimental data at 300 K.
The fit is accurate for dopant concentrations greater than 1×1018 cm−3but overpredicts the
piezoresistance factor for lower concentrations. The fit does not include any temperature
dependency.

P =
T−θ

n

1+
(

N
Nb

)α

T−β
n +

(
N
Nc

)γ

T−η
n

(2.27)

where Tn = T/300 is the normalized temperature. The fitting coefficients θ , Nb, Nc, α ,

β , γ and η are presented in Table 2.3.

Richter’s model is compared with the experimental data at 300 K in Figure 2.10a. The

fit is excellent at high concentrations and P→ 1 at low concentrations. Although the model

was developed specifically for p-type silicon it fits n-type accurately as well.

However, many piezoresistive sensors do not operate at room temperature. In contrast

with Harley’s fit, Richter’s model is temperature dependent. Experimental data for

temperatures other than 300 K is available from Richter et al. (300, 325 and 350 K)

and Tufte and Stelzer (77, 125, 160, 200, 250, 300 and 350 K) [103, 106]. The Richter

model is plotted against the experimental piezoresistance factor data in Figure 2.10b for

the temperatures investigated by Tufte and Stelzer.

The piezoresistance factor predicted by Richter’s model is accurate over the entire
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Figure 2.10: (a) Comparison between Richter’s theoretical model and experimental data
at 300 K. The fit is excellent over the entire range of dopant concentrations. (b) Richter’s
model compared with experimental data from 77K to 350K. Data from Tufte and Stelzer
is for diffusion doped n-type silicon and is plotted as circles [103], while data from
Richter et al. is for uniformly doped p-type silicon and is plotted as squares [106]. The
model overpredicts the piezoresistance factor for dopant concentrations greater than 1016

cm−3and temperatures below 200 K.

temperature range for dopant concentrations below 1016 cm−3. As in Kanda’s theory,

the piezoresistance factor scales as roughly 1/T for lightly doped silicon. However, the
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Table 2.3: Fitting parameters for the Richter model and the modified Richter model to
calculate the piezoresistance factor as a function of dopant concentration as temperature.

Parameter Richter [106] Modified Richter

θ (-) 0.9 0.95
Nb (cm−3) 6×1019 4.9×1019

Nc (cm−3) 7×1020 2.6×1020

α (-) 0.43 0.39
β (-) 1.6 1.35
γ (-) 0.1 0.94
η (-) 3 4.55

predicted value is too large for higher dopant concentrations when the temperature is below

200 K.

In order to provide a more accurate model for low temperature piezoresistor operation,

we fit Richter’s model (2.27) to the experimental data in Refs. [103, 106] by minimizing

the squared sum of the residual error between the theory and data. The resulting modified

Richter model is plotted in Figure 2.11 at 300 K and the same temperatures plotted in

Figure 2.10. The fit is substantialy improved at low temperature without any reduction in

accuracy at higher temperatures.

We will use the standard Richter model to design the force probes in the next chapter,

but include the note about the modified Richter model in case it proves useful to other

designers. For applications below 77 K, it would be worth visiting the data from Morin

et al. who measured the piezoresistance factor of p- and n-type silicon of very lightly

doped silicon (< 1014 cm−3) at temperatures as low as 5 K [107]. However, their data is

not included in the fit because the vast majority of piezoresistance sensors utilized doping

levels four to six orders of magnitude higher.

2.2.3 Nonlinearity

Piezoresistive sensors are linear for small mechanical loads. However, several sources of

nonlinearity become significant as the load increases: piezoresistive nonlinearity, circuit

nonlinearity, and structural nonlinearity. These nonlinear effects have been characterized
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Figure 2.11: Comparison between the modified Richter model and experimental data at (a)
300 K and (b) 77-350 K. The model predicts the piezoresistance factor relatively accurately
over the entire temperature and concentration range, while continuing to accurately predict
the performance at 300 K.

and can be accounted for when designing precision sensors. Circuit and structural

nonlinearity depend greatly on application specifics, but nonlinearity in the piezoresistance

coefficients is a fundamental design issue.

The change in resistance with longitudinal stress can be expanded from a linear model

to a third order polynomial of the form
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Chen and McDonald

Suthram et al.

(b)

(a)

Figure 2.12: Piezoresistive nonlinearity. (a) Relative resistance changes for n-type,
〈110〉 oriented silicon as a function of strain. The samples were doped to 1× 1018 and
2× 1020 cm−3 by Suthram and Chen, respectively [89, 108]. (b) By normalizing the
resistance change to the first-order piezoresistivity coefficient (π1), we can account for the
substantial difference in dopant concentration and illustrate the deviation from linearity,
which increases with dopant concentration.

∆R
R

= π1σl +π2σ
2
l +π3σ

3
l (2.28)

where π1, π2 and π3 are the first-, second- and third-order coefficients.
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Matsuda et al. [109, 110] calculated and measured the piezoresistive coefficients and

third-order effects for both p-type and n-type silicon for the three major crystallographic

orientations with strain up to 0.1%. Higher strain levels were difficult to measure at the

time due to surface defects in the silicon. Measuring higher strain values is necessary to

accurately quantify the second- and third-order coefficients.

Addressing this problem, Chen and MacDonald [108] co-fabricated a microactuator

and a 150 µm long, 150 nm diameter single-crystal silicon fiber, allowing larger strains

to be measured. With the increased range of strain, the second and third order fit for

piezoresistive coefficients were quantified more accurately. The fiber was 〈110〉 oriented

and doped to 2× 1020 cm−3. Their best-fit coefficients were π1 = 1.86± 0.01× 10−10

Pa−1, π2 = 0.12±0.01×10−19 Pa−2 and π3 = 0.100±0.003×10−28 Pa−3.

Similarly, Suthram et al. measured the mobility enhancement in 〈110〉 oriented nMOS

channels doped to 1×1018 cm−3up to 1.5 GPa of tensile stress [89]. They used a four-point

bending system to apply large strains to their samples, and corrected for metal interconnect

resistance changes in calculating the silicon mobility enhancement.

The relative resistance changes (∆R/R) measured by Chen and Suthram are plotted in

Figure 2.12a. Suthram et. al measured substantially larger resistance changes due to the

lower doping of their samples. As noted earlier, 〈110〉 oriented n-type silicon does not

maximize the piezoresistive coefficients (Table 2.2).

The first-order coefficient (π1) varies substantially with dopant concentration and

temperature, so we can normalize the expansion to obtain

∆R
R

1
π1

= σl +π
′
2σ

2
l +π

′
3σ

3
l (2.29)

where π ′2 = π2/π1 and π ′3 = π3/π1. The relative second- and third-order coefficients can

be used to approximate the magnitude of nonlinearity regardless of variations in dopant

concentration and temperature. Using Chen and McDonald’s best-fit parameters, π ′2 =

6.45×10−11 Pa−1 and π ′3 = 5.38×10−20 Pa−2.

The normalized resistance changes (∆R/R/π1) measured by Chen and Suthram are

presented in Figure 2.12b. No substantial deviation from linearity was observd by Suthram

et al. for strains up to 0.8% (1.35 GPa). Substantially greater deviation was observed by
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Chen and McDonald, and a 24% decrease in the longitudinal piezoresistive coefficient was

observed at 1% strain. One possible explanation for the results is increased piezoresistive

nonlinearity with increasing dopant concentration.

2.2.4 Theoretical models

The discovery of such large piezoresistive effects demanded a theory of the underlying

physics. This section discusses the prevailing theories at the time of Smith’s measurements

as well as more recent advances.

The theories of semiconductor piezoresistance are grounded in one-dimensional de-

scriptions of electron and hole transport in crystalline structures under strain, with

some extensions to three dimensions, crystal defects, electric potentials and temperature

effects. The various models require some understanding of bandgap energy models, wave

mechanics, and quantum effects; the interested reader is referred to [80, 111–113].

At the time of Smith’s piezoresistance measurements, existing theories were based on

shifts in bandgap energies. The band structure of diamond (Figure 2.13) was first calculated

by Kimball in 1935 [114], and that of silicon by Mullaney in 1944 [115]. In 1950, Bardeen

and Shockley presented a model for mobility changes in semiconductors subjected to

deformation potentials and compared both predicted and measured conductivity changes

in the bandgap with dilation [116]. This work served as the basis for later analyses, such as

that of Herring [117, 118] and Long [119].

The mobilities and effective masses of electrons and holes are significantly different

from one another and fluctuate under strain. Piezoresistors with n- and p-type doping

exhibit opposite trends in resistivity change with strain and different direction-dependent

resistivity change magnitudes under stress (Tables 2.2 and 2.1). The magnitudes and

signs of the piezoresistive coefficients depend on a number of factors including dopant

concentration, temperature, crystallographic direction, and the relative directions of the

voltage, current and stress to one another and the crystallographic axes.

The relationship between carrier characteristics and strain has been investigated both

experimentally [85, 87, 97] and analytically [88, 96, 116, 118, 120, 121]. Focusing on n-

type silicon, these early studies utilized either effective mass or energy band calculations
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Figure 2.13: Energy band splitting with strain in diamond-type lattices. The energy bands
are plotted for a diamond lattice as a function of strain. Besides the four shaded bands there
are four bands of zero energy width, two following curve IV and two following curve VI.
After Kimball [114]. ©1935 American Institute of Physics.

with wave propagation in one direction at a time. The change in mobility (and thus,

conductivity) with lattice strain is attributed to band warping or bending and the non-

uniform density of states.

The implications for the related large mobility and resistance changes were not realized

prior to Smith’s discovery [122, 123]. Following Bardeen and Shockley’s models for

mobility changes with deformation potentials, more refined models of transport and energy

band structure based on new experimental work became available. In 1955, Herring

proposed his Many-Valley model, which adequately explained piezoresistance for n-type

silicon and germanium [96, 116, 118, 120, 121, 124–127].

Herring’s Many-Valley model for n-type silicon proposes three symmetrical valleys

along the <100> direction [118]. His model projects the band energy minima in three

orthogonal directions as locations of constant minimum energy. The minimum energy of

each valley lies along the centerline of the constant energy ellipsoid. Electrons have a

higher mobility along the direction perpendicular to the long axes of the ellipsoids. Since

electrons occupy lower energy states first, they are found in these regions bounded by
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ellipsoids of constant low-energy. These ellipsoids, bounded by higher-energy regions, are

referred to as valleys. With strain however, the symmetry is broken and the ellipsoids are

asymmetrically dilated or constricted. This results in an anisotropic change in conductivity

proportional to strain.

Most models represent the direction dependence of bandgap and electron energies by

either a wave vector (k) or momentum (p) and the effective masses of the carriers. The

energy surfaces for electron mobility are accordingly represented in k- or p-space. The

wave propagation is confined to quantum states by the periodicity of the lattice, and edges

in the band diagrams correspond to the edges of the Brillouin zone (smallest primitive cell,

or unit cell, of the reciprocal lattice) oriented in a direction of interest [80].

In the unstrained silicon crystal, the lowest conduction band energies (valleys) or

highest mobility orientations are aligned with the <100> directions. The conduction

electrons are thus imagined to be lying in six equal groups aligned with the three <100>

directions. For any valley, the mobility is the lowest when parallel to the valley direction,

and the highest when perpendicular to the valley. For example, an electron in the z valley

has higher mobility in the x and y directions than in the z direction. The effective mobility

is the average from the three valleys [127]. Net electron conductivity is the sum of the

conductivity components along the three valley orientations and is independent of direction

in the unstrained crystal.

Uniaxial elongation increases the band energy of the valley parallel to the strain

and transfers electrons to perpendicular valleys, where they have higher mobility in the

strain direction. Tension shifts the electron distribution amongst the valleys, increasing

the conductivity in the direction of the tension (longitudinal effect) and reducing the

conductivity in the directions perpendicular to the tension (transverse effect). Compression

has the opposite effect. The many-valley model accurately models n-type silicon,

and recent extensions improve the accuracy at high transverse electric fields and low

temperature [128].

The piezoresistance theory for n-type semiconductors continued to be refined from

1954 onward, but until recently piezoresistance in p-type silicon was not fully under-

stood [132, 133]. However, recent computational advances have enabled an improved

understanding of p-type piezoresistance [113, 134–136]. This is important because most



72 CHAPTER 2. PIEZORESISTOR FUNDAMENTALS

M
ob

ili
ty

 E
nh

an
ce

m
en

t F
ac

to
r

0

1

2

3

4

5

0 1 2 3 4

Wang 2004

Thompson
2004

Stress (GPa)

6

7

8

Si biaxial

Si uniaxial

Rim 2003

GaAs uniaxial

Ge uniaxial

Figure 2.14: Hole mobility enhancement in semiconductors as a function of stress. Sun
et al. compared their experimental results with those from several other research groups
[129–131] and noted that a hole mobility enhancements up to 2 GPa in Si and up to 4 GPa
in Ge and GaAs. Reprinted with permission from Sun [113], ©2007 American Institute of
Physics.

research and commercial piezoresistive devices are p-type and models had been largely

based on empirical results. Theoretical studies based on the strain Hamiltonian [137–139],

deformation potentials in strained silicon, and cyclotron resonance results have revealed

several factors that affect hole mobilities in semiconductors, such as band warping,

splitting, and effective mass changes [140–144].

Historically, piezoresistive technology drew from mainstream IC research and con-

tinues to do so. Now, with the strong interest in strain engineering to increase carrier

mobility in ICs, the situation has reversed and mainstream semiconductor technology

is drawing on findings of piezoresistive research. Strain engineered materials, such as

silicon-germanium (Si1−xGex), can increase the channel mobility in MOSFET devices

[89, 113, 145, 146]. Suthram et al. [89] applied large uniaxial stress to nMOS transistors

and showed that piezoresistive coefficients were constant while the electron mobility

enhancement increased linearly for stresses up to 1.5 GPa. Figure 2.14 shows plotted hole
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(a) (b) (c)

Figure 2.15: A resistance change can be transduced into a voltage change using a (a)
four-wire resistance measurement, (b) voltage divider or (c) Wheatstone bridge. The
Wheatstone bridge allows circuit output nulling and temperature compensation.

mobility enhancement factor for several semiconductors as a function of stress.

2.3 Signal conditioning

The electrical resistance of a piezoresistor can be monitored using a variety of techniques.

The most direct method is to force a known current through the piezoresistor (Rpr) and

measure the voltage drop. This is typically accomplished using a four-wire measurement

(Figure 2.15a), where one pair of the wires is connected to a current source and the other

pair is connected to a voltmeter. As long as the input impedance of the voltmeter is much

larger than the piezoresistor resistance, negligible current will flow in the sensing wires and

their resistance will not affect the measurement.

The resistance of the piezoresistor depends upon the temperature and stress according

to

Rpr = R0(1+α∆T +πl∆σl +πt∆σt) (2.30)

where R0 is the resistance for a reference temperature and stress, α is the temperature

coefficient of resistance (TCR), πl and πt are the longitudinal and transverse piezoresistive

coefficients of the piezoresistor, and ∆T , ∆σl and ∆σt are the changes in temperature,
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longitudinal stress and transverse stress from their reference values.

The initial output voltage of the circuit is Vout = IR0, while the output change can

be calculated from ∆Vout = IRpr = IR0(1 + α∆T + πl∆σl + πt∆σt). Assuming that the

piezoresistor is unaxially loaded along its longitudinal axis (σt = 0) then the relative change

in output voltage is

∆Vout

Vout
= 1+α∆T +πl∆σl. (2.31)

The relative change in output voltage due to temperature and stress changes can be

calculated by taking the partial derivatives of (2.31), yielding

∂

∂T

(
∆Vout

Vout

)
= α (2.32)

∂

∂σl

(
∆Vout

Vout

)
= πl. (2.33)

Depending on the magnitude of temperature fluctuations, the temperature induced

change in output may be substantially larger than that due to mechanical loading.

Temperature compensation can be improved by modifying the circuit layout. The most

common temperature compensation technique is to use two identical piezoresistors in a

configuration where the common-mode resistance change is rejected. For example, the

piezoresistor that experiences mechanical loading (Rpr) can be placed in a voltage divider

with an identical, temperature compensation resistor that does not experience any loading

(Rtc) as shown in Figure 2.15b.

The output from the voltage divider is Vout =VbridgeRpr/(Rpr +Rtc), and assuming that

Rpr and Rtc are perfectly matched the initial output will be Vbridge/2. The relative change in

output voltage, assuming uniaxial longitudinal loading once more, is

∆Vout

Vout
=

1+α∆T +πl∆σl

1+α∆T + 1
2πl∆σl

. (2.34)

Taking partial derivatives of (2.34) with respect to T and σl, we obtain



2.3. SIGNAL CONDITIONING 75

∂

∂T

(
∆Vout

Vout

)
=

α(1+α∆T + 1
2πl∆σl)−α(1+α∆T +πl∆σl)

(1+α∆T + 1
2πl∆σl)2

∂

∂σl

(
∆Vout

Vout

)
=

πl(1+α∆T + 1
2πl∆σl)− 1

2πl(1+α∆T +πl∆σl)

(1+α∆T + 1
2πl∆σl)2

.

For small changes in temperature and stress (α∆T � 1 and πl∆σl� 1) we can simplify

the results to obtain

∂

∂T

(
∆Vout

Vout

)
= 0 (2.35)

(2.36)
∂

∂σl

(
∆Vout

Vout

)
= 1

2πl. (2.37)

The voltage divider circuit eliminates first-order output voltage temperature changes,

although the sensitivity is a factor of two smaller. The fact that πl ≈−πt for p-type silicon

piezoresistors can be utilized by placing both piezoresistors on the mechanically loaded

element, one oriented in the longitudinal direction and the other in the transverse direction,

to restore the original stress sensitivity of the sensor.

However, in both the 4-wire and voltage divider circuits the initial output offset is

much larger than the stress-induced voltage changes. If data acquisition circuits had

infinite resolution this would not pose a problem, however the dynamic range in a practical

measurement circuit is limited by the analog-to-digital converter (ADC) resolution, and the

ratio between the measurement noise floor and full scale output.

The most common measurement circuit, which achieves temperature compensation and

allows nulling of the initial output offset is the Wheatstone bridge (Figure 2.15c). If only

one resistor in the bridge is mechanically loaded (quarter-active configuration) then the

stress sensitivity of the sensor is reduced by a factor of four from the 4-wire configuration

(2.33). As in the voltage divider case, the sensitivity can be increased by using a half- or

full-bridge configuration with either two or four piezoresistors placed on the mechanically
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loaded element. In the half-bridge configuration the temperature and stress sensitivities are

identical to (2.35) and (2.37). We emphasize that voltage divider and Wheatstone bridge

circuits are inherently nonlinear, with the magnitude depending on how many resistors in

the circuit change resistance with strain, and both circuit and piezoresistive nonlinearity

may need to be compensated for in precision applications [147].

The Wheatstone bridge can be biased with either a voltage or current source, and

feedback resistors can be added to the bridge for improved temperature compensation

[148]. Additionally, a pair of differential amplifiers can be used instead of a Wheatstone

bridge [149] at the cost of additional complexity and increased noise depending on the

particular design of the piezoresistors and differential amplifier.

Pfann and Thurston [96] recognized the benefits of using transverse and shear

piezoresistance effects in conjunction with longitudinal piezoresistance for devices. Many

of their geometries employed a full Wheatstone bridge with two longitudinal and two

transverse piezoresistors to increase sensitivity and compensate for resistance changes

due to temperature. Notably, they proposed integrating the piezoresistors with the force

collecting structure and discussed the advantages and disadvantages of a number of

geometries for various types of measurements. They anticipated most of the geometries

widely employed today.

2.3.1 Process variation and temperature compensation

In practice, fabrication process variations give rise to mismatch in R0, α and πl between

nominally identical silicon resistors so perfect temperature compensation is never achieved.

Mismatch can be minimized by placing all of the resistors as close as possible to

each other to minimize variations, and output from the signal conditioning circuit

can be calibrated and compensated to achieve high accuracy. Signal conditioning

electronics typically perform amplification, filtering, additional temperature compensation

and nonlinearity correction, and can be monolithically integrated with the piezoresistive

sensors or fabricated separately.

Modern electronics can ultimately correct all repeatable errors. If a piezoresistive

sensor is heated and then cooled to the initial temperature, then the output should be
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the same for the same input. However, small differences are usually observed between

temperature cycles. This thermal non-repeatability is one of the fundamental limits of

sensor accuracy, not correctable with signal conditioning circuits.

Prior to 1980 most of the temperature compensation circuits for piezoresistive sensors

employed trim resistors with or without low noise bipolar junction transistor (BJT) based

amplifiers. Laser-trimmed resistors were used to adjust the offset, span, nonlinearity and

other errors of piezoresistive sensors.

CMOS circuitry became the dominant source of signal conditioning after 1990. The

need for even smaller, more accurate, and cheaper sensors was an impetus for the transition

to CMOS. The bipolar technology, an analog technology, does not offer the functionality

of a digital technology (CMOS) measured in terms of cost per power per functionality.

The push toward CMOS technology evolved with the availability of non-volatile memory

(NVM). The laser-trimmed resistors were then replaced with digital-to-analog converters

(DAC) and memory. By use of double correlated sampling, offset and low frequency noise

of the CMOS circuit are sampled and stored on a capacitor and in the next cycle they are

subtracted from the original signal. Hence rendering the CMOS amplifier almost ideal in

the low frequency region relative to the sampling frequency.

In CMOS, the need for digital output is easily addressed by integrating the ADC

with the sensor. A majority of integrated designs incorporate sigma-delta converters

(Figure 2.16) as the primary ADC architecture due to its inherent robustness [150, 151].

Through the combination of CMOS integration and NVM, the need for laser trimming

as a means of sensor compensation was eliminated and the power of digital technology

was used to compensate and calibrate the piezoresistive sensors. This technology enabled

unprecedented sensor accuracy at very low cost [152].

There are two main architectures for piezoresistor temperature compensation: fully

digital compensation and digitally controlled analog compensation [153]. The digital signal

path architecture uses an ADC to digitize the Wheatstone bridge signal and a temperature

sensor signal, then uses a predefined model to perform signal compensation. If an analog

output is needed then the compensated digital data is fed to a DAC. This architecture is the

most flexible but has some inherent problems that limit its use in control loops. One of the

main drawbacks is the delay time from the input to output. The ADC, the microprocessor,
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Figure 2.16: (a) CMOS integrated piezoresistive cantilever array (two scanning cantilevers
and one reference cantilever) (b) Micrograph of the overall sensor CMOS signal
conditioning circuit (c) Array of 12 cantilevers (the inner ten can be used for scanning
while the outer two serve as a reference). The dimensions of the scanning cantilevers are
500 µm x 85 µm. From Hafizovic et al. [70], reprinted with permission from PNAS.

and the DAC all need processing time, this dead time may not be tolerated in feedback

control. In contrast, the digitally controlled analog path architecture takes advantage of

the fact that temperature is a slow signal. Hence, delay in processing of the temperature

signal is not of concern. The digitized temperature signal is mathematically processed and

controls an analog path by changing the gain and the offset of wide-band amplifiers, which

inherently have small delays.

The question of integration of the sensor with electronics mainly depends on the

application. Generic signal conditioning circuitry consists of an excitation circuit, a bridge

circuit, an amplifier, and a filter [42]. These components all contribute to the noise

figure of the system (Figure 2.17). Ishihara et al. developed the first CMOS integrated
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Figure 2.17: The power spectral density (PSD) and integrated force noise of a
measurement system using an AD622 instrumentation amplifier and piezoresistor bridge.
All components in a signal conditioning circuit contribute to the noise and resolution of the
system. Courtesy of Sung-Jin Park [154], reprinted with permission from PNAS.

silicon diaphragm pressure sensors in 1987 [155]. Since then, CMOS circuitry has been

integrated with piezoresistive MEMS devices, such as AFM [70, 156–162] and force or

stress sensors [163–171]. Baltes et al. reviewed advances in the CMOS-based MEMS

until 2002, including microsensors and packaging, and discussed some key challenges and

applications for the future [172, 173].

The most common integration approach in commercial MEMS sensors is currently

hybrid integration with MEMS and CMOS fabrication handled at separate foundries and

package-level integration. This approach avoids the fabrication process compromises

inherent to monolithic integration, and avoids wasting the relatively expensive area on

the CMOS die with large MEMS structures. Current examples of products that utilize

hybrid integration include the ADXL345 (in contrast with earlier monolithically integrated

accelerometers from Analog Devices) and the Bosch BMP180 piezoresistive barometer.

When there is sufficient room on the sensor, such as in pressure sensors and accelerom-

eters which benefit from a large force collection membrane or proof mass, a full-bridge

configuration is typically used with four active piezoresistors. This approach provides

the highest possible sensitivity and first-order temperature compensation. However, other
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Figure 2.18: Modulation-demodulation circuit for low frequency sensor readout.
Modulation-demodulation allows the sensor signal to be amplified at an arbitrary frequency,
eliminating the effect of amplifier 1/f noise on the signal. Following Ref. [24]. ©2009
IEEE.

piezoresistive sensors, such as cantilevers, should typically be made as small as possible,

making it challenging to optimize performance while placing all four piezoresistors on the

cantilever. If only one piezoresistor can fit on the cantilever, an off-cantilever temperature

compensation is typically used in a quarter-active Wheatstone bridge. More recently,

Chui et al. took advantage of the insensitivity of p-type piezoresistors to strain in the

<100> direction by orienting one cantilever leg in the <110> direction and the other in

the <100> direction, yielding an order of magnitude improvement in thermal disturbance

rejection [174].

2.3.2 Heterodyne biasing

The Wheatstone bridge is typically biased with a DC bias. However, in certain situations

the 1/f noise of the signal conditioning electronics can be greater than that of the

piezoresistor sensor, which requires an alternative approach. One solution is to use a

modulation-demodulation circuit, in which the bridge is sinusoidally biased at a frequency

above the 1/f noise corner frequency of the electronics [175]. The amplitude of the

Wheatstone bridge output remains proportional to the resistance change of the sensor, and

the modulated bridge output is amplified, bandpass-filtered to reduce the effect of noise
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folding, and demodulated before data acquisition. Modulation-demodulation allows the

sensor signal to be amplified at an arbitrary frequency, eliminating the effect of amplifier

1/f noise on the signal or other spectrally limited noise sources (Figure 2.18).

2.4 Sensor resolution

The design of the signal conditioning circuit plays a large role in determining the resolution

of a piezoresistive sensor. Sensor resolution is defined as the smallest signal that can

be reliably detected. The minimum detectable signal without averaging multiple trials is

commonly equated to the RMS noise of the measurand (i.e. signal-to-noise ratio of unity)

according to

Resolution =
Vnoise

S
(2.38)

where Vnoise is the RMS voltage noise and S is the voltage-referred sensitivity with

respect to the measurand (e.g. force, displacement or pressure) of the sensor. In this section

we will present models for calculating the noise and sensitivity of arbitrary piezoresistive

sensors.

2.4.1 Noise

Noise is any unwanted disturbance that interferes with the signal being measured. A

variety of noise sources lead to random fluctuations in the output of a piezoresistive

sensor. The dominant noise sources in piezoresistive sensors are electrical, although

there are exceptions. For example, temperature fluctuations typically limit resolution for

measurements that are hours to days in length, while Brownian motion of the atoms in

the piezoresistive sensor (thermomechanical noise) provides a fundamental lower limit for

optimized nanomechanical sensors.

We will divide piezoresistor noise into intrinsic and extrinsic sources. Intrinsic sources,

which depend solely on the design of the piezoresistive sensor and signal conditioning

circuitry, are the focus of our design methods because they are readily quantified. Extrinsic

sources are associated with the specific measurement environment, such as inductive or
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capacitive line pickup [42], carrier injection due to high intensity light illumination, and

variation in the ambient temperature or humidity [176]. Extrinsic noise sources can

vary enormously with the measurement situation so are not included in the piezoresistor

performance models.

Noise processes are stochastic, but can be modeled using statistical methods in both the

time and frequency domains. The goal of our noise analysis will be to determine amplitude

and spectral distribution of the noise sources for a general piezoresistive sensor and signal

conditioning circuit.

We will discuss a generic noise source in order to introduce these concepts before

moving onto piezoresistive sensor and signal conditioning noise sources.

A brief introduction to noise

Consider a random voltage noise source, vN, that is passed through a brickwall bandpass

filter with center frequency f0 and bandwidth ∆ f . Due to prior knowledge, we expect the

noise to have a mean value of zero and a standard deviation of σ . If we assume that the

noise is normally distributed, then its probability density function (PDF) is

p(x) =
1

σ
√

2π
exp
(
− x2

2σ2

)
. (2.39)

where p(x) is the probability of observing vN = x. We assume that the noise source is

stationary so that the PDF doesn’t change with time. In order to verify the PDF, we measure

the noise amplitude a large number of times and compute the mean and mean-square values

as

vN =
1
N

N

∑
t=1

vN(t) = 0 (2.40)

v2
N =

1
N

N

∑
t=1

v2
N(t) = σ

2 (2.41)

We can compare these values with the PDF model by computing the mean and mean-

square values as
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vN =
∫

∞

−∞

xp(x)dx = 0 (2.42)

v2
N =

∫
∞

−∞

x2 p(x)dx = σ
2 (2.43)

to find that the PDF model does in fact accurately describe the noise source.

The RMS noise amplitude, equal to the square root of the mean-square value, can then

be calculated as σ . In general, any noise source with a Gaussian probability distribution

will have an RMS amplitude equal to the probability distribution’s standard deviation. The

peak-to-peak amplitude of the same signal is usually estimated to be 6σ , because the chance

of observing a voltage outside of that range is small (0.3%).

Now suppose that we discovered vN is actually the sum of two independent noise

sources, vN1 and vN2 each with their own standard deviations, σ1 and σ2. The mean and

mean-square values of the total noise can be recalculated in terms of the noise components

from

vN = vN1 + vN2 (2.44)

v2
N = v2

N1 + v2
N2 +2vN1vN2. (2.45)

The third term in (2.45) depends on the correlation between the two smaller noise

sources. If they are uncorrelated, then the average value of their product is equal to zero and

the term drops out. Most noise sources are uncorrelated, for example the thermal noise of

two separate resistors. Correlated noise sources can arise when there is coupling between

noise sources (e.g. capacitive, inductive or thermal coupling) or when the noise is due to

a external source that affects a circuit in multiple locations simultaneously. The dominant

noise sources in piezoresistive sensors are uncorrelated.

Noise is often expressed in units of power (which is proportional to V 2), because

the total noise power increases linearly with the addition of uncorrelated noise sources.

Assuming that vN1 and vN2 are uncorrelated, the RMS noise is
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vRMS
N =

√
v2

N1 + v2
N2. (2.46)

An important concept in adding uncorrelated noise sources is that the RMS noise

mainly depends on the largest noise source. For example, if vN1 = vN2 = 10nV then both

contribute equally to the total noise and vRMS
N = 14.1nV. But if v2

N2 decreases by a factor of

5, the total noise only decreases slightly (from 14.1 to 10.2 nV) because it is limited by the

largest noise source. The fact that overall noise is mainly determined by the largest noise

source will have broad implications for optimizing the design of piezoresistive sensors,

particularly the tradeoff between Johnson and 1/f noise.

We have kept the frequency ( f0) and bandwidth (∆ f ) of the bandpass filter constant so

far. But both will change depending on the frequency response of the amplifiers and filters

in the signal conditioning circuit. In general, noise is generated by broadband sources

over a wide frequency range, and by applying a narrow-band filter we have selected a

small frequency range to observe. The mean-square amplitude of our noise source can be

normalized to the measurement bandwidth to yield its power spectral density:

SN( f ) =
v2

N
∆ f

=
σ2

∆ f
(2.47)

The power spectral density (PSD) has units of power per unit frequency, such as V2/Hz

or A2/Hz. The RMS amplitude of any noise source can be calculated from

vRMS
N =

√∫ fmax

fmin

SN( f )d f (2.48)

for an arbitrary frequency range if S( f ) of the noise source is known, where fmin and

fmax are the lower and upper measurement frequency limits. Multiple uncorrelated noise

sources can be treated by summing their power spectral densities. By integrating the power

spectral density over frequency, we are effectively treating the noise at each frequency as

an independent noise source and adding their mean-square values.

Assuming that the power spectral density of our example noise source is constant and

independent of frequency (2.47), then its integrated RMS noise from fmin to fmax will be
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Figure 2.19: Example noise measurement system. The Wheatstone bridge is balanced
using a single potentiometer, the output is amplified using a high input impedance amplifier,
and the spectral content of the noise signal is measured using a signal analyzer or taking
the Fourier transform of the time-domain data.

vRMS
N =

σ√
∆ f

√
fmax− fmin. (2.49)

The noise amplitude increases as the square root of the measurement bandwidth. In

effect, the noise at two separate frequencies is uncorrelated and the integrated noise is their

vector sum.

The noise source we have discussed in this section is an example of white noise, which

has a flat power spectral density, typical of Johnson noise or shot noise. Other noise sources,

such as 1/f noise, have power spectral densities that vary with frequency. The first step in

designing any sensor is determining the measurement bandwidth and choosing appropriate

filters, because the results from piezoresistive sensor design will vary depending on the

measurement bandwidth. The measurement bandwidth should always be limited to the

frequency range over which the signal of interest is distributed.

We will often discuss noise sources in terms of their voltage or current spectral densities

rather than their power spectral densities. Voltage spectral density, VN, is equivalent to the

square root of the power spectral density, and has units of V/
√

Hz. The noise performance

of integrated circuits is typically quoted in terms of voltage and current spectral densities

by manufacturers.
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Noise spectra can be measured using either a signal/spectrum analyzer or by taking the

Fourier transform of time-domain data (Figure 2.19). The measurement circuit in Figure

2.19 includes two silicon resistors in a Wheatstone bridge for temperature compensation

(Rpr and Rtc) and one potentiometer (Rpot). The potentiometer is used to null the

Wheatstone bridge output before it is amplified and measured.

We will now discuss the particular noise sources that affect piezoresistive sensors.

Johnson noise

Thermal noise, also referred to as Johnson or Johnson-Nyquist noise, is universal to

electrical resistors [177]. It was first observed in 1928 by Johnson [178] and theoretically

explained later that year by Nyquist [179]. Johnson noise is caused by the thermal agitation

of charge carriers within a conductor. Similarly, Brownian motion and thermomechanical

noise are caused by the thermal agitation of atoms. Johnson noise is fundamental, exists in

all resistors and modern electronic devices, and cannot be eliminated.

The power spectral density of Johnson noise is independent of frequency and can be

calculated from

SJ = 4kbT R (2.50)

where kb (J/K) is Boltzmann’s constant while T (K) and R (Ω) are the temperature and

electrical resistance of the resistor. We will generally model Johnson noise as a voltage

noise source in series with an ideal resistor, although it can equivalently be modeled as a

current noise source in parallel with the resistor with a current noise power spectral density

of 4kbT/R.

The RMS voltage noise in a given circuit can be calculated by integrating the Johnson

noise power spectral density over the measurement bandwidth to obtain

VJ =
√

4kbT R( fmax− fmin) (2.51)

Thus, in order to minimize Johnson noise, the resistance, temperature and measurement

bandwidth should be minimized. The temperature and measurement bandwidth are

typically determined by the sensor application, so reducing the piezoresistor resistance is
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Figure 2.20: Models for semiconductor 1/f noise. The Hooge model assumes that scattering
sites and traps exist on the bulk of the material. Carriers may (a) drift unimpeded in the
electric field, (b) enter and (c) exit traps, or (d) scatter. Post-ion implantation annealing
reduces the density of scattering sites and traps. In the McWhorter model, traps exist at
material interfaces, such as between Si and SiO2. (e) Carriers generally drift unimpeded
within the bulk of the semiconductor, but may (f) enter and (g) exit trapping sites at the
material interface.

the main design option for minimizing Johnson noise.

Although (2.50) holds for a single resistor, a Wheatstone bridge contains four resistors.

Assuming that the bridge is balanced and all four resistors have resistance R, then the

impedance looking out from each amplifier input is R/2 and the Johnson noise PSD due

to the resistors will be 2kbT R at each amplifier input. But the noise power of uncorrelated

sources adds linearly, so the total Johnson noise of the Wheatstone bridge is 4kbT R. In

short, the Johnson noise of a balanced Wheatstone bridge is equal to the Johnson noise of

one of the resistors in the bridge.

1/f noise

The power spectral density of 1/f noise, as its name implies, is inversely proportional to

frequency. First discovered due to excess low frequency noise in vacuum tubes, 1/f noise

is found in a wide variety of systems, from noise in field effect transistors to the resonant

frequency of quartz crystal oscillators to annual variations in rainfall and temperature [180].

1/f noise in semiconductor electronics is not completely understood and remains an active

research topic [181–186]. Despite many decades of research, the underlying sources of 1/f

noise are still debated [187].
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The most widely used models for 1/f noise today are attributed to McWhorter and

Hooge. These views are currently the leading explanations for the origin of 1/f noise in

semiconductors. The McWhorter model attributes the 1/f noise to surface factors [188,

189], while the Hooge model implicates bulk defects [190, 191] (Figure 2.20).

One point that all experiments and models agree upon is that 1/f noise in resistors is

caused by conductivity fluctuations [186, 191]. Hooge showed that the 1/f low-frequency

noise modulated the Johnson noise even with no current flowing through the resistor [192].

This experiment demonstrated that 1/f noise is not current-generated, and that rather,

current flow is only needed to transduce conductivity fluctuations into voltage noise.

Attempts to observe the lower limit of 1/f, below which the spectrum theoretically

flattens, have not been successful [191]. Measurements down to 3 µHz (or approximately

4 days per cycle) show a noise spectrum that is still 1/f [193].

Hooge’s empirical 1/f noise model predicts that the voltage power spectral density of a

resistor with uniform current density is

SH =V 2
bias

α

Neff f
(2.52)

where f , Neff, and Vbias are the frequency, the effective number of carriers in the

resistor, and the bias voltage across the resistor, respectively. A non-dimensional fitting

parameter, α , is ascribed to the crystal lattice quality and typically ranges from 10−3 to

10−7 depending on the fabrication process details [75,175,194]. Note that the total number

of carriers in the resistor is not equal to the effective number of carriers when the current

density is not constant throughout the resistor. We will discuss calculating the effective

number of carriers shortly.

The RMS 1/f noise in a measurement bandwidth from fmin to fmax, rewritten in terms

of Vbridge rather than Vbias, is equal to
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VH =

√∫ fmax

fmin

SHd f

=Vbridge

√
α

4N
ln

fmax

fmin
. (2.53)

(2.53) and (2.52) apply to a single resistor. Although a Wheatstone bridge could

contain just a single silicon piezoresistor, either two or four silicon resistors are typically

used for temperature compensation (Section 2.6). The 1/f noise from discrete resistors

is uncorrelated, so the integrated noise increases by a factor of
√

2 for every additional

(nominally identical) silicon resistor in the bridge.

We also want to emphasize that the integrated 1/f noise power spectral density is

constant for every decade of measurement bandwidth, whereas the Johnson noise power

spectral density scales linearly with bandwidth. The result is that 1/f noise tends to be

limiting factor for low frequency measurements while Johnson noise limits wide bandwidth

measurements. The differences in frequency scaling behavior between the various noise

sources has important implications for design optimization. For example, increasing the

length of a piezoresistor reduces the 1/f noise (more carriers) but increases the Johnson

noise (higher resistance) and an optimized cantilever design will generally balance the

integrated noise of each noise source.

Is 1/f noise in silicon piezoresistors due to surface or bulk defects? Harley and Kenny

showed that resistors with different surface to volume ratios have the same 1/f noise

characteristics, and that 1/f noise scales with the resistor volume, consistent with Hooge’s

empirical equation [75]. The Hooge model has been applied to accurately model 1/f noise

in silicon piezoresistors for diffused [195, 196], ion implanted [197, 198] and epitaxial

piezoresistors [36, 199]. In summary, 1/f noise in silicon piezoresistors is predominantly

due to bulk defects located near the wafer surface and we will use the Hooge model for all

modeling and optimization work.

Hooge defines 1/f noise as only those spectra described by 1/fn where the frequency

component n ranges from 0.9 to 1.1. Noise with a different power spectral density and

other frequency exponents, sometimes referred to as 1/f-like noise, is often confused with
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1/f noise and is not predicted by the Hooge equation. According to Hooge, noise with a

higher exponent (e.g. 1.5 or 2), indicates noise mechanisms other than mobility fluctuations

that should not be considered 1/f noise.

Abnormal 1/f noise characterization can give insights into piezoresistor reliability and

failure analyses. For example, Neri [200] found that the 1/f exponent is closer to 2 in

metal traces that exhibit electromigration. Similarly, Vandamme [201] showed that excess

1/f noise in semiconductors can be attributed to small constrictions and current crowding.

Constrictions can also lead a nonlinear response and the appearance of third harmonics in

the signal output.

Park showed that excess 1/f noise in cantilevers varies with the Joule heating power and

thermal conductance from cantilever to the ambient temperature [202]. For example, large

power dissipation in cantilevers lead to excess noise, while the same power dissipation in

identical, unreleased test structures did not exhibit excess noise. When the temperature

of the silicon resistor is significantly above the ambient temperature, air flow currents

modulate the resistor temperature and lead to fluctuations in the sensor output. Elevated

temperature leads to an increase in sensor noise and a reduction in sensitivity, so is

important to consider in the design optimization process and will be discussed in Section

2.6.

Polysilicon resistors have higher 1/f noise than their single crystal counterparts [203].

At grain boundaries, small constrictions are present, thus reducing the effective number of

carriers due to current crowding. The reduction in the number of carriers depends on the

polysilicon processing history due to its dependence on grain size.

As noted earlier in (2.52), the 1/f noise depends on the effective number of carriers, not

the total number. When the current density varies over the resistor volume, the effective

number of carriers will always be less than the total number. Examples include polysilicon

and metal-silicon contacts, where current crowding is well known, but also any resistor

where the dopant concentration varies throughout the thickness (e.g. ion implanted and

diffused resistors). The general expression for the Hooge noise power spectral density

is [204]

SH =
α

I2 f

∫ J4ρ2

n
dV (2.54)
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where I is the total current and J, ρ and n are the spatially varying current density,

resistivity and carrier concentration. Current density contributes to the noise power by the

fourth power, and local constrictions, sharp changes in current direction, or abrupt changes

in dopant concentration can substantially increase the 1/f noise. The integral for arbitrary

geometries can be calculated using finite element analysis.

Any piezoresistor that varies in dopant concentration throughout its depth has some

degree of current crowding. This occurs because the carrier mobility varies with dopant

concentration; as dopant concentration increases the mobility decreases and the current

carried per dopant atom decreases. The total number of carriers per unit area (Ntotal
z ) can

be calculated directly from the carrier profile as

Ntotal
z =

∫ tj

0
n(z)dz. (2.55)

The total number of carriers is essentially equal to the effective number of carriers for

epitaxial piezoresistors, but the total number of carriers is often erroneously applied to

other fabrication methods [22]. The effective number of carriers per unit area (Nz) can be

calculated from (2.54) following [205] as

Nz =

(∫ tj
0 nµdz

)2

∫ tj
0 nµ2dz

. (2.56)

For a typical diffusion dopant profile (e.g. POCL3 at 800◦C for 60 minutes) the effective

number of carriers per unit area is 80% of the total number. Using the total rather than the

effective number of carriers would lead to a 20% overestimate of α during noise analysis.

Current crowding should also be considered when laying out devices with doped silicon

traces, which will contribute to the overall 1/f noise. Current crowding is not an issue for

epitaxial profiles. For the ion implanted profiles we will investigate (Section 2.5.3) the

effective number of carriers ranges from 54 to 99% of the total number and is 90% on

average.

A defining characteristic of Hooge-type 1/f noise is that the voltage spectral density

increases linearly with the applied bias and the power spectral density scales with the

bias squared. If the noise amplitude scales in another manner, then it is likely that other
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Figure 2.21: The Hooge noise parameters, α , decreases for ion implanted piezoresistors as
the diffusion length of dopant atoms during the post-implantation anneal,

√
Dt, increases.

Data was compiled from Refs. [35, 73, 75, 175, 206].

mechanisms, such as current crowding or temperature fluctuations, are present.

1/f noise can be reduced by either increasing N or decreasing α . Vandamme showed

that α depends on crystal lattice perfection and that α can be reduced for ion implanted

resistors by increasing the time and temperature of the post-implantation anneal [206].

He later showed that the α for a MOSFET channel varies with the gate voltage due to

variation in α through the channel depth [207]. The 1/f noise was lower when the channel

was operated in depletion mode than in accumulation mode because the current flow was

further away from the surface.

Thus, the post-ion implantation anneal performs three functions: dopant activation,

lattice repair and shifting conduction away from the surface. Several groups have

investigated the dependence of α on the diffusion length of the dopant atoms during the

anneal,
√

Dt, and shown that longer diffusion length anneals decrease the 1/f noise of

silicon piezoresistive cantilevers [75, 175]. The Hooge noise parameter (α) is plotted in

Figure 2.21 as a function of the dopant diffusion length during the post-ion implantation

anneal based upon data from Refs. [35, 73, 75, 175, 206].



2.4. SENSOR RESOLUTION 93

It is important to note that a surface passivation oxide layer is not necessary to achieve

low 1/f noise. Harley measured the noise spectra of resistors with and without passivation

oxide layers and observed no difference in 1/f noise [36]. The data suggests that the post-

implantation anneal decreases 1/f noise by eliminating defects in the bulk of the resistor

and driving dopants further into the bulk, not by passivating the resistor surface.

The best-fit line plotted in Figure 2.21 is

α = 2.469×10−10
(√

Dt
)−0.598

(2.57)

which is slightly different from the fit presented in 2000 by Harley [22] because it

includes subsequent data from Mallon and Yu [175, 194].

We note several points of caution with regards to the empirical fit.

First, there is substantial uncertainty in calculating α due to the difficulty in calculating

the effective number of carriers in the piezoresistor. Errors can be introduced either

through an inaccurate estimate of the dopant concentration profile, error in calculating

the resistor volume, or not accounting for current crowding in the resistor. For example,

using simulated dopant profiles rather than a direct measurement of the electrically active

dopant concentration profile (via spreading resistance analysis) could account for some

error. However, the calculated α values are from multiple research groups spanning several

decades, so random errors should presumably average out. There are several possible

sources of systematic error in the data as well. In particular, using Ntotal
z rather than Nz

would lead to overestimates of 10-50% in calculating α depending on the degree of current

crowding.

Second, there is probably a lower bound on α . Harley initially predicted a lower bound

of 10−6 based upon the data available at the time [22]. Jevtic theoretically investigated

variation in α with dopant concentration and predicted minimum values of 1× 10−5 and

3× 10−5 for n- and p-type single crystal silicon, respectively [208]. However, silicon

piezoresistors with significantly lower α values have been demonstrated for both dopant

types. Applying (2.57) to diffusion lengths greater than 10−5 m without preliminary tests

is not advised.

Third, the data fit only applies to ion implanted piezoresistors and all of the data points
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are for boron doping. This leads to two major assumptions. First, we will assume that the

relationship between α and the dopant diffusion length holds for phosphorus and arsenic as

well. Due to the lower diffusivities of phosphorus and especially arsenic, this assumption

leads to very different optimization results than if we had assume that α depends on the

diffusion length of the silicon atoms. Second, we will assume that α = 10−5 for diffused

and epitaxial piezoresistors without any subsequent annealing.

Harley calculated a value of 2×10−5 for his epitaxial piezoresistors [22]. We measured

α values ranging from 2×10−7 to 5×10−5 for diffused phosphorus piezoresistors with a

mean value of 1.05×10−5 [196]. Neither technique has the inherent lattice damage of ion

implantation, however lattice defects are probably still generated. Predeposition can intro-

duce electrically inactive dopants, and epitaxy can introduce grain boundaries and other

lattice defects depending on the growth conditions. In particular, we have experimentally

observed interstitial phosphorus near the surface of POCl3 doped piezoresistors which may

disrupt the lattice.

Vandamme’s results in Ref. [207] suggest that lattice quality is higher in the bulk of the

silicon than near its surface, and that shifting electrical conduction away from the surface

may be an important role of the post-implantation anneal. If the sole purpose of the anneal

was to reduce implantation-induced crystal lattice damage, then piezoresistors formed from

different dopant atoms (e.g. boron vs. arsenic) would exhibit the same value of α for an

identical annealing process. If this were true then arsenic piezoresistors would yield much

higher performance than boron or phosphorus doped piezoresistors due to its dramatically

lower diffusivity.

However, personal correspondence with Vandamme suggest that the dopant diffusion

length, not the time and temperature of the anneal, is critical and that the 1/f noise parameter

decreases as conduction shifts further into the bulk. Without clear experimental data on the

subject, we will assume that the dopant diffusion length defines the 1/f noise parameter

and that arsenic-doped piezoresistors would need to be annealed much longer in order to

achieve the same 1/f noise parameter as boron- and phosphorus-doped piezoresistors.

In summary, 1/f noise is fundamentally different from Johnson noise. Johnson noise

is present regardless of the current density flowing through the resistor and depends only

on its electrical resistance. In contrast, 1/f noise is a conductivity noise, and the voltage
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Figure 2.22: Example noise cascade illustrating the dominant role of noise at the input of
the first-stage amplifier.

noise measured across the resistor scales linearly with the current flowing through the

resistor. Additionally, 1/f noise depends on the dimensions and processing history of the

resistor. Any residual damage from ion implantation or ion bombardment during reactive

ion etching will increase the 1/f noise, but will only affect the Johnson noise to the extent

that any lattice damage increases the overall electrical resistance.

Amplifier noise

The Wheatstone bridge output is amplified before being filtered and acquired (Figure

2.19). Throughout our discussion of piezoresistor design we will assume that the signal

is amplified by an instrumentation amplifier, but the noise analysis can be extended to any

signal conditioning configuration.

Instrumentation amplifiers typically consist of three operational amplifiers (op-amps).

The first two op-amps present a high input impedance and amplify the signal at each

amplifier input. This eliminates loading effects on the circuit and improves the rejection

of common mode signals. The final op-amp differentially amplifies the buffered signals.

A single resistor, integrated on-chip or provided by the designer, determines the amplifier

gain. The high input impedance, high common mode rejection ratio, and precision with

which the gain can be set make instrumentation amplifiers ideal for piezoresistor signal

conditioning.

The instrumentation amplifier, which provides the first-stage of gain, is usually the

dominant signal conditioning noise source. The noise contribution from second-stage
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elements such as filters and variable gain amplifiers should be small compared to the first-

stage if the instrumentation amplifier gain, G, is large.

This effect is illustrated in Figure 2.22. There are five noise sources that contribute to

the amplifier input signal: Johnson noise (VJ), Hooge noise (VH), thermomechanical noise

(VTMN), amplifier noise (VA) and electromagnetic coupling noise (VEM). The noise sources

sum at the amplifier input and are amplified by G, before the amplifier output is filtered and

acquired. The filter contributes additional noise Vfilter, and could be from either active or

passive filtering elements.

The overall noise for the configuration in Figure 2.22 is Vnoise = G(VJ +VH +VTMN +

VA +VEM)+Vfilter. If the first term is much larger than the second term (e.g. G >> 1)

then signal conditioning operations after the initial signal amplification don’t substantially

increase the noise. If the filter was erroneous placed before the first-stage amplifier or a

particularly noisy filter were used, this assumption would no longer hold.

Amplifiers contribute both voltage and current noise to the system. Both forms of

noise have Johnson and 1/f spectral components. The voltage noise is independent of the

amplifier source impedance; it remains the same whether the amplifier inputs are left open

or shorted together. In contrast, the current noise is transduced into a voltage noise by

the Wheatstone bridge. As in the case of Johnson noise, the impedance seen looking out

from each amplifier input is R/2 for a balanced Wheatstone bridge. The voltage spectral

density contributed by each amplifier input is then AIJR/2 where AIJ is the magnitude of the

Johnson component of the current noise in units of A/
√

Hz. The current noise at each of

the amplifier inputs is uncorrelated, so the voltage spectral density is increased by a factor

of
√

2 and the power spectral density is incrased by a factor of 2. The same analysis holds

true for the amplifier’s 1/f-type current noise.

The overall voltage power spectral density contributed by the instrumentation amplifier

can be calculated from

SA = A2
VJ +2A2

IJ

(
R
2

)2

+
1
f

(
A2

VF +2A2
IF

[
R
2

]2
)
. (2.58)

where AVJ, AIJ, AVF and AIF quantify the Johnson and 1/f components of the voltage

and current noise from the amplifier. We used the subscript H for piezoresistor 1/f (Hooge)
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Table 2.4: Noise coefficients for example instrumentation amplifier options. The
coefficients can be calculated from the noise spectra in most amplifier data sheets. The -3
dB bandwidth and voltage noise coefficients are for G = 1000. The 1/f noise coefficients,
AVF and AIF, are equal to the voltage and current noise spectral density at 1 Hz, respectively.
Amplifier characteristics vary with the input stage transistor type, bandwidth and cost.

Amplifier Input Stage Bandwidth (kHz) AVJ (nV/
√

Hz) AVF (nV) AIJ (fA/
√

Hz) AIF (fA)

INA103 BJT 80 1.2 6 2000 2500
INA111 FET 50 10 68 0.8 8
INA116 FET 7 28 300 0.1 1
AD622 BJT 12 9 23 100 600
AD623 BJT 2 30 130 100 590
AD8220 FET 14 14 50 1 10
AD8221 BJT 15 8 11 40 540

noise, but we use F to describe the amplifier 1/f noise because it is not necessarily due to

bulk mobility fluctuations. The 1/f noise coefficients, AVF and AIF, are equal to the voltage

and current noise spectral density at 1 Hz, respectively. The integrated amplifier voltage

noise is

VA =

[(
A2

VJ +2A2
IJ

[
R
2

]2
)
( fmax− fmin)

+

(
A2

VF +2A2
IF

[
R
2

]2
)

ln
(

fmax

fmin

)]1/2

. (2.59)

The amplifier noise coefficients can be calculated from the amplifier data sheet

provided by the manufacturer. Example coefficients for several instrumentation amplifiers

manufactured by Texas Instruments and Analog Devices are tabulated in Table 2.4.

Note that BJT-based amplifiers have relatively low voltage noise and high current noise

coefficients, while the converse is generally true for FET-based amplifiers.

An accurate description of amplifier noise is essential for sensor design and optimized

designs will vary substantially depending on the amplifier noise characteristics. For

example, the high current noise of the INA103 (Table 2.4) would lead to a lower optimal

piezoresistor resistance than if the sensor were designed for the low current noise INA111
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(2.58). The optimal amplifier for a particular application will depend upon bandwidth, cost

and performance requirements as well as the sensor design constraints.

Thermomechanical noise

All atoms possess thermal energy at temperatures greater than absolute zero. Brownian

motion of the atoms in the sensor is an additional noise source (thermomechanical noise)

and places a lower limit on the resolution of all mechanical sensors [32]. Thermomechani-

cal noise is a direct analogy of Johnson noise. The motion of a simple harmonic oscillator

(SHO) is described by

meff
∂ 2x
∂ t2 +b

∂x
∂ t

+ kcx = F. (2.60)

Similarly, the charge in an RLC oscillator circuit can be written as

L
∂ 2Q
∂ t2 +R

∂Q
∂ t

+
1
C

Q =V. (2.61)

where Q is the charge. In the case of the electrical circuit, the equivalent voltage

noise spectral density due to thermal equilibrium is
√

4kbT R [178]. By direct analogy,

the equivalent force noise spectral density in a mechanical system is [32]

FTMN =
√

4kbT b (2.62)

which has units of N/
√

Hz. The greater the damping force on a mechanical structure,

the greater the thermomechanical force noise.

It is common to rewrite (2.62) so that it depends on more easily measurable experimen-

tal parameters. The damping coefficient of the SHO can be writen in terms of the spring

constant, resonant frequency and quality factor of the oscillator as b = kc/ω0Q, allowing

the thermomechanical force noise spectral density to be written as

FTMN =

√
4kckbT

ω0Q
(2.63)

where kc, ω0 and Q are the spring constant, resonant frequency and quality factor of



2.4. SENSOR RESOLUTION 99

the oscillator, respectively. If the spring constant varies with respect to position on the

mechanical structure, as in the case of a cantilever beam, then the equivalent force noise

also varies with position.

Note that thermomechanical force noise is independent of frequency up to extremely

high frequencies as in the case of Johnson noise. Also, the interactions between the SHO

and any surrounding fluid are completely accounted for by (2.63) except in the case of

significant nonlinear damping.

Thermomechanical noise is transduced into a voltage noise by the force sensitivity of

the sensor according to

STMN = SFVFTMN (2.64)

where SFV is the force sensitivity of the sensor (with units of V/N). As the force

sensitivity increases, the magnitude of the thermomechanical noise at the circuit output

increases. We will discuss sensitivity in the next section in detail, but briefly, force

sensitivity increases as the sensor size is reduced and the bridge bias voltage is increased,

making thermomechanical noise particularly important for nanomechanical devices.

As with the other noise sources, we can calculate the RMS thermomechanical noise

voltage from

VTMN = SFV

√
4kckbT

ω0Q

√
fmax− fmin (2.65)

Although the thermomechanical force noise is flat with respect to frequency, the

induced displacement noise is not. The thermomechanical displacement noise is equal

to

xTMN = FTMNG (2.66)

where G is the SHO transfer function. The transfer function can be calculated by taking

the Laplace transform of (2.60), resulting in



100 CHAPTER 2. PIEZORESISTOR FUNDAMENTALS

G(s) =
X(s)
F(x)

=
1

meffs2 +bs+ kc
.

Substituting s = iω = i2π f we obtain

G( f ) =
1/k(

1− f 2

f 2
0

)
+ i f

f0Q

. (2.67)

For example, on resonance the displacement noise of the SHO will be equal to

FTMNQ/k and 90◦ out of phase with the driving force due to mechanical amplification.

Another way of looking at thermomechanical noise can be obtained from the Equipar-

tition Theorem [80], which states that if a set of eigenmodes is in thermal equilibrium

with a thermal reservoir, the average energy of each mode will be 1
2kbT where kb is

Boltzmann’s constant and T is the absolute temperature. Each eigenmode must be capable

of storing energy, e.g. kinetic energy (1
2meffv2), elastic energy (1

2kcx2) or electrostatic

energy (1
2CV 2). Accordingly, the mean-square displacement of our SHO can be calculated

from 1
2kc〈x2〉= 1

2kbT as

〈x2〉= kbT
kc

(2.68)

which can be equivalently calculated by integrating the thermomechanical displacement

noise spectral density over each eigenmode.

Noise summary

We have discussed the most important noise sources for piezoresistive sensors: Johnson,

Hooge, amplifier and thermomechanical noise. Before moving on, we will illustrate typical

noise spectra and discuss practical noise measurement issues.

Figure 2.23 presents the noise spectrum of a simulated piezoresistive cantilever sensor.

The simulated cantilever is 1 µm thick, 10 µm wide, and 100 µm thick. Two piezoresistors

are included in the Wheatstone bridge, and the bridge bias voltage is 2 V. The piezoresistor
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Figure 2.23: Typical noise spectrum. Piezoresistor noise is substantially larger than
amplifier noise. Johnson noise and Hooge noise for the piezoresistor are shown as dashed
lines. Noise is dominated by Hooge noise at frequencies below the 1/f corner frequency.
Thermomechanical noise is 1-2 orders of magnitude smaller than the other noise sources
depending on the damping experienced by the sensor. The relative magnitude of the noise
sources will vary depending on the precise design of the sensor.

extends 30% of the cantilever length, and is an epitaxially grown phosphorus resistor with a

333 nm junction depth and n = 1020 cm−3. An INA103 is used to amplifier the Wheatstone

bridge output due to the low impedance of the piezoresistor (580Ω). The noise is input

referred; in other words, the noise at the output of the amplifier would be measured and

divided by the gain of the amplifier.

The piezoresistor noise consists of Johnson and Hooge noise. At frequencies below

the 1/f corner frequency (≈120 Hz for this particular example), piezoresistor noise is

dominated by Hooge noise. Dashed lines in Figure 2.23 illustrate the relative contribution

of each noise source.

The relative magnitudes of the piezoresistor, amplifier and thermomechanical noise is

typical for most applications. The thermomechanical noise would be 20 pV/Hz0.5 in air

(Q ≈ 160) and 215 pV/Hz0.5 in water (Q ≈ 3.9). Thermomechanical noise can become

comparable to amplifier noise when the motion of the sensor is highly damped and it has a

high force sensitivity.
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Figure 2.24: Noise spectra for varying bridge bias voltages. The Hooge noise spectral
density increases linearly with the bridge bias, while the Johnson and amplifier noise are
indepenent of the bridge bias (excluding piezoresistor self-heating). When the bridge bias
goes to zero, the 1/f noise is limited by the amplifier rather than the piezoresistor. When the
amplifier 1/f noise floor is larger than the piezoresistor noise, a modulation-demodulation
technique can be utilized (Section 2.3.2).

The noise spectral density varies with the bias applied to the Wheatstone bridge, as

illustrated in Figure 2.24. The simulation conditions are identical to those used in Figure

2.23. The Hooge noise spectral density increases linearly with the bridge bias, while

the Johnson and amplifier noise are approximately independent of it if Joule heating is

neglected. As the bridge bias approaches zero, the Hooge noise goes to zero but the 1/f

noise of the amplifier remains constant. The only way to eliminate the amplifier 1/f noise is

to use a heterodyne measurement technique (Section 2.3.2) in order to shift the piezoresistor

noise signal to a frequency above the amplifier’s 1/f corner frequency before amplification.

There are a number of experimental issues that can confound noise measurements and,

in some cases, add additional noise to the system:

Potentiometer noise: Certain types of potentiometers can add excess noise to the mea-

surement syste. Wirewound potentiometers have negligible 1/f noise, but ceramic-

based potentiometers (e.g. Cermet) can contribute excess 1/f noise. Care should be

taken in potentiometer selection.
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Noise floor verification: The noise floor of the system should be verified by grounding the

Wheatstone bridge bias, shorting the amplifier inputs, and/or inserting a test resistor

in the place of the piezoresistor in the bridge. The noise should also be measured

over a range of bias voltages to ensure that the noise isn’t limited by a system noise

floor and that other devices (e.g. potentiometers) are not limiting the system noise.

Noise cascading: This is a straightforward but important point. When multiple signal

conditioning stages are used, the highest gain stages should be closest to the initial

signal. The noise that a signal conditioning stage effectively adds to the system is

reduced by the cumulative system gain to that stage.

Gain accuracy: The amplifier gain is set by 1 or 2 feedback resistors depending on the

circuit topology. The gain accuracy will vary from 0.1-1% depending on the accuracy

of the resistors and will vary with temperature. The gain of the system should be

directly measured by applying a test signal to the amplifier inputs and measuring its

output.

Line noise: Noise in the bridge bias signal will couple into the circuit output due to

imperfect matching between resistors in the bridge and a finite amplifier common

mode rejection ratio (CMRR). In particular, noise peaks at 50 or 60 Hz and higher

harmonics are often present. Noise from the power supply can be reduced by using

a voltage reference (e.g. the ADR44x from Analog Devices), which improves

the system line noise rejection. A voltage reference can be combined with a

potentiometer controlled voltage divider and voltage buffer to provide an adjustable,

low noise bridge bias voltage.

2.4.2 Sensitivity

Piezoresistive sensors transduce a mechanical signal into an electrical one according to

∆R
R

= πlσl +πtσt (2.69)

as discussed in Section 2.2.1. A Wheatstone bridge transduces a resistance change into

a voltage change according to
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∆V = Npr
Vbridge

4
∆R
R

(2.70)

where Npr is the number of piezoresistors in the Wheatstone bridge that are mechan-

ically loaded and Vbridge is the potential drop across the bridge. This expression assumes

that the bridge is balanced (i.e. all four quadrants of the bridge have the same nominal

resistance) and that the relative resistance change (∆R/R) of each of the piezoresistors is

equal in magnitude. If the bridge is not balanced, then the voltage change will be attenuated

due to the nonlinear response of the bridge.

Sensitivity is typically reported as either a fractional change in resistance or voltage

change with respect to the mechanical signal. For example, the sensitivity of a pressure

sensor may be reported with units of ppm/kPa or mV/kPa for the former and latter cases,

respectively. Sensitivity should always be reported for the signal at the input to the amplifier

inputs (input referred) because signal conditioning gain can be arbitrarily adjusted.

Sensitivity is calculated by integrating the relative resistance change over the piezore-

sistor volume. However, the stress and piezoresistive coefficients will almost always vary

spatially. In this section we will discuss two important general sensitivity concepts, the

sensitivity (β ∗) and resistance factors (γ). The resistance factor will allow us to account for

excess resistances in the device. The sensitivity factor will allow us to calculate sensitivity

by multiplying the maximum stress by a correction factor, simplifying the calculation

process substantially.

We have discussed variations in the piezoresistance factor with dopant concentration

and temperature (Section 2.2.2) and variation in dopant concentration with depth through

the device (Section 2.5). In this section we will discuss how to calculate sensitivity while

accounting for spatially varying dopant concentration and stress profiles. The stress profile

is always either constant (e.g. strain gauges) or varies linearly (e.g. cantilevers and

everything else), and we will discuss the two cases in depth.

Excess resistance and γ

Piezoresistive sensors function by measuring a relative resistance change, and sensor

sensitivity is always of the form
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S ∝
∆R
R

. (2.71)

Until now, we have assumed that the resistance is composed entirely of the piezoresistor

resistance, i.e. R = Rpr. However, additional resistances will always be present in a real

sensor and measurement system (e.g. contact resistance, conducting traces, wirebonds),

and the total resistance should actually be written as R = Rpr + Rexcess. Clearly, the

sensitivity in (2.71) will be decreased by any excess resistance that does not vary in

response to a mechanical load.

We can define a resistance factor as

γ =
Rpr

R
(2.72)

where γ is the ratio of the piezoresistor resistance to the total resistance, so that the

relative change in resistance can be written as

∆R
R

=
∆Rpr

Rpr
γ. (2.73)

Combining (2.71) and (2.73), we can write the sensitivity in terms of the piezoresistor

resistance and resistance factor as

S ∝
∆Rpr

Rpr
γ. (2.74)

We will include the resistance factor, γ , in all sensitivity calculations to account for this

resistance effect. During design optimizations we will typically define γ by assuming a

fixed value of Rexcess such as 200 Ω.

The total resistance, R = Rpr/γ is used to calculate Johnson and amplifier noise. Excess

resistance decreases the sensitivity and increases the noise of the sensor, so should clearly

be avoided. Conductive traces should be made short and from low resistivity materials (e.g.

aluminum rather than doped silicon) and oxide vias should be as large as possible given the

area constraints of the device.
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Figure 2.25: An end loaded cantilever beam. The beam has overall length, width and
thickness of lc, wc, and tc, respectively. The piezoresistor extends length lpr from the
clamped base of the beam and is divided by an infinitesimally wide gap to form a resistive
loop. The material in the gap should generally be removed rather than diode isolated in
order to limit shunted leakage currents. The orientation of the reference axis is shown.

Sensitivity and β ∗

We will use a simple, end loaded cantilever beam to demonstrate how to calculate sensor

sensitivity before generalizing the approach. The example beam is shown in Figure 2.25.

The overall dimensions of the beam are noted (lc, wc, tc and lpr), and the beam is subjected

to a point load at its tip of magnitude F .

Assuming a linear elastic beam that obeys Bernoulli beam theory, the longitudinal stress

in the beam varies linearly along the x- and z- axes according to

σL =
12z(lc− x)

wct3
c

F. (2.75)

We will assume that the transverse stress in the beam is negligible because lc � wc.

The average longitudinal stress, σL, will be used frequently in this section and is calculated

as

σL =
1
lpr

∫ lpr

0
σLdx. (2.76)

For this particular case, the average longitudinal stress is
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σL =
12z(lc− lpr/2)

wct3
c

F. (2.77)

The surface of the cantilever experiences the maximum stress level, σmax
L , for z = tc/2.

The average maximum stress level is

σmax
L =

6(lc− lpr/2)
wct2

c
F. (2.78)

We will first calculate the sensitivity assuming that the piezoresistor is of infinitesimal

thickness and situated at the top surface of the beam, before performing the more realistic

and complex calculation, following the approach taken by Harley [22].

Consider a thin, short slice of the piezoresistor with length dx and thickness dz. The

resistance of this slice is

dRslice = 2
ρ

wc

dx
dz

(2.79)

where ρ is the resistivity of the material and the factor of two comes from the fact

that each leg of the piezoresistor is one half of the cantilever width. We can integrate

the differential slice resistance along the length of the piezoresistor to calculate the total

resistance of the slice with thickness dz,

Rslice = 4
∫ lpr

0

ρ

wc

dx
dz

=
4ρlpr

wcdz
(2.80)

where the additional factor of two comes from the addition of the two piezoresistor legs

in series. The resistance change in the region defined by dRslice is

∆(dRslice) = 2
∆ρ

wc

dx
dz

which can be integrated along the length of the piezoresistor using (2.75) and the fact

that ∆ρ = ρπLσL to obtain
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∆Rslice = 4
∫ lpr

0

ρπLσL

wc

1
dz

dx

=
4ρπLσLlpr

wcdz
(2.81)

where πL is the effective piezoresistive coefficient of the slice and the additional factor

of two again comes from integrating along both piezoresistor legs. We can calculate the

relative resistance change in the slice by combining (2.77), (2.80) and (2.81) to obtain

∆Rslice

Rslice
= πLσL

=
12πLz(lc− lpr/2)

wct3
c

F

If we assume that piezoresistor consists of a single slice located at the surface (z= tc/2),

then the force sensitivity of the cantilever beam is

∆Rpr

Rpr
=

6πL(lc− lpr/2)
wct2

c
F. (2.82)

However, (2.82) does not account for the finite thickness of the piezoresistor or

piezoresistive coefficient variations through its thickness.

We can generalize the sensitivity derivation by integrating (2.80) and (2.81) over the

beam thickness rather than assuming that a single slice exists at the surface. The slices

through the piezoresistor are connected in parallel, so their conductivities add linearly. The

conductance of each slice, Gslice, is equal to 1/Rslice, and relative changes in resistance and

conductance are related by

∆Rslice

Rslice
=−∆Gslice

Gslice
. (2.83)

The denominator of (2.83) is calculated from
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Gslice =
∫ tc/2

−tc/2

1
Rslice

dz

=
∫ tc/2

−tc/2

wc

4ρlpr
dz

=
wc

4lpr

∫ tc/2

−tc/2
qµndz. (2.84)

where we have substituted ρ = 1/qµn where q is the elementary charge, µ is the carrier

mobility and n is the carrier density. As in the simplified example, the factor of four follows

from the width (wc/2) and overall length (2lpr) of the piezoresistor.

To calculate the numerator of (2.83), we can rearrange (2.83) to find

∆Gslice =−
∆Rslice

R2
slice

.

We previously calculated both ∆Rslice and Rslice in (2.80) and (2.81). Combining them,

we obtain

∆Gslice =−
wc

4lpr

∫ tc/2

−tc/2
πLσLqµndz. (2.85)

Finally, we can calculate the relative resistance change of the piezoresistor using (2.84)

and (2.85) as

∆Rpr

Rpr
= π

max
L

∫ tc/2
−tc/2 PσLµndz∫ tc/2
−tc/2 µndz

(2.86)

where we have used the fact that πL = πmax
L P. The relative resistance change of

any piezoresistive sensor can be calculated using (2.86) assuming that the piezoresistor

electrical properties only vary in the z-direction. It is important to emphasize that the

overall resistance change is calculated as

∆R
R

= γ
∆Rpr

Rpr
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due to excess resistances in the measurement circuit. We can apply (2.86) to the specific

case of an end loaded piezoresistive cantilever by substituting (2.77) for σL, which yields

∆Rpr

Rpr
=

12F(lc− lpr/2)πmax
L

wct3
c

∫ tc/2
−tc/2 Pµnzdz∫ tc/2
−tc/2 µndz

. (2.87)

We can simplify (2.87) significantly using (2.78) to obtain

∆Rpr

Rpr
= σmax

L π
max
L

 2
tc

∫ tc/2
−tc/2 Pµnzdz∫ tc/2
−tc/2 µndz

 (2.88)

where σmax
L is the average stress at the surface of the piezoresistor from (2.78). We

can make one last simplification by definining a sensitivity factor, β ∗ (beta star), following

Park et. al [198]. The sensitivity factor is calculated from

β
∗ =

2
tc

∫ tc/2
−tc/2 Pµnzdz∫ tc/2
−tc/2 µndz

. (2.89)

Combining (2.88) and (2.89), we obtain our final result for the relative resistance change

of a piezoresistive cantilever,

∆Rpr

Rpr
= σmax

L π
max
L β

∗. (2.90)

The sensitivity factor varies from 0 to 1 and defines the ratio of the actual relative

resistance change of the piezoresistor to the maximum that is theoretically possible if the

piezoresistor were infinitely thin, located at the surface and lightly doped.

Why use β ∗ rather than β as the symbol to define this ratio? Tortonese introduced

β in 1993 to account for the finite piezoresistor thickness [209]. However, he included

the piezoresistance factor in both the numerator and denominator, so that β represented

the conductivity and piezoresistivity weighted stress. In contrast, β ∗ only includes the

piezoresistance factor in the numerator so defines the conductivity weighted product of the

stress and piezoresistance factor. The difference is slight, but β ∗ correctly computes the

sensitive of arbitrarily doped piezoresistors.
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In summary, (2.90) can be used to accurately calculate the sensitivity of any piezore-

sistive sensor where the stress varies linearly across its thickness. The integral in (2.89)

extends from the bottom to the top of the device. For devices that are junction isolated, the

integral should only extend to the junction, however the difference is usually minor because

the piezoresistor is much more highly doped than the background.

Devices with a constant stress, such as strain gauges, must be handled slightly

differently. Following Tufte and Stelzer [210], we can define a conductivity weighted,

average piezoresistance factor as

P =

∫ tc
0 Pµndz∫ tc
0 µndz

(2.91)

so that the sensitivity of strain gauges can be calculated as

∆Rpr

Rpr
= σPπ

max
L . (2.92)

2.4.3 Calculating sensor resolution

We can calculate the resolution for any sensor by combining (2.38) with expressions for

the sensor noise and sensitivity. We will use a piezoresistive cantilever as a brief example

to illustrate how to calculate resolution.

The noise sources for the cantilever include Johnson, Hooge, amplifier and thermome-

chanical noise sources. Combining (2.51), (2.53), (2.59) and (2.65), the RMS voltage noise

of the sensor is

Vnoise =
√

V 2
J +V 2

H +V 2
A +V 2

TMN (2.93)

=

[
( fmax− fmin)

(
4kbT R+A2

VJ +2A2
IJ

(
R
2

)2

+S2
FV

4kckbT
ω0Q

)
+

ln
(

fmax

fmin

)(
V 2

bridge
α

2Neff
+A2

VF +2A2
IF

(
R
2

)2
)]1/2

. (2.94)

The noise expressions assume a balanced Wheatstone bridge (Section 2.4.1) and
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two silicon piezoresistors in the bridge, one for measurement and one for temperature

compensation (Section 2.4.1).

Assuming that only one of the piezoresistors is mechanically loaded, we can calculate

the force and displacement sensitivities (∆V/F and ∆V/x) of the cantilever from (2.70) as

∆V =
Vbridge

4
∆R
R

.

The overall relative resistance change (2.90) is

∆R
R

= σmax
L π

max
L γβ

∗.

where σmax
L (2.78) is

σmax
L =

6(lc− lpr/2)
wct2

c
F.

The average maximum longitudinal stress can be rewritten in terms of displacement by

combining F = kcx and the spring constant of a cantilever beam (kc = Ecwct3
c /4l3

c ) to yield

σmax
L =

3Ectc(2− lpr/lc)
4l2

c
x.

The maximum longitudinal piezoresistive coefficient (πmax
L ) can be found in Table 2.2.

The resistance factor, γ , is calculated from (2.72) and depends on the excess resistance in

the device from interconnects and contacts. The sensitivity factor, β ∗, is calculated from

(2.89) and depends on the dopant concentration profile. Both the resistance and sensitivity

factors vary from 0 to 1.

We can combine all of these equations to calculate the force and displacement

sensitivities for an end-loaded cantilever beam as

SFV =
Vbridge

4
6(lc− lpr/2)

wct2
c

π
max
L γβ

∗ (2.95)

and

SXV =
Vbridge

4
3Ectc(2− lpr/lc)

4l2
c

π
max
L γβ

∗. (2.96)
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Finally, the minimum detectable displacement (MDD) and force (MDF) are

MDD =
Vnoise

SXV
(2.97)

and

MDF =
Vnoise

SFV
. (2.98)

The difference in calculating the resolution of other piezoresistive sensors (e.g.

pressure, surface stress, and acceleration sensors) lies mainly in the sensitivity equations.

Design optimization results, however, will vary widely between sensor types. Considering

the geometry scaling in (2.95) and (2.96), we can already see that a cantilever optimized

for force sensing will be substantially longer, thinner, and narrower than one optimized for

displacement sensing.

In the next section, we will consider the most common piezoresistor fabrication

techniques and models for dopant concentration profiles in order to accurately calculate

piezoresistor noise and β ∗.

2.5 Piezoresistor fabrication and modeling

A necessary condition for piezoresistive sensor design is the accurate calculation of the

concentration of dopant atoms as a function of depth from the surface. The dopant

concentration profile, N(z), determines the charge carrier and electrical resistivity profiles,

n(z) and ρ(z). As we saw in the last section, these quantities determine the noise, sensitivity

and resolution of a sensor.

We will review the three main fabrication techniques for doping silicon: ion im-

plantation, epitaxy, and diffusion. We will also discuss polysilicon deposition and the

tradeoffs between single-crystal and polycrystalline silicon. For each fabrication method,

we will discuss the models we will use in the rest of the thesis to calculate dopant

concentration profiles. Finally, we will discuss models for carrier mobility and resistivity,

before discussing experimental techniques to verify concentration and resistivity profiles

with respect to depth.
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Figure 2.26: Comparison of dopant profiles produced by diffusion, ion implantation, and
epitaxial doping. Diffusion is characterized by a high surface concentration and shallow
junction depth before an optional drive-in step. Ion implantation can produce lower
concentrations with more flexibility and accuracy, but has difficulty doping shallow layers
due to diffusion. Epitaxial growth enables precise dopant profile control at the expense of
increased system complexity and cost.

Predeposition, ion implantation and epitaxy result in very different dopant concentra-

tion profiles (2.26), leading to relative strengths and weaknesses for each. A complete

review of doping techniques is available elsewhere [211]. The three main techniques are

summarized in Table 2.5.

Ion implantation is the most common technique for fabricating piezoresistors. Ad-

vantages of ion implantation are the precise control of the dopant dose, concentration

and depth. Ion implantation also exhibits the best cross-wafer uniformity of the three

techniques. Downsides of ion implantation are the lattice damage intrinsic to the process

and the accompanying need to anneal the wafer in order to activate the dopants and reduce

lattice damage. Shallow piezoresistors are difficult to fabricate using ion implantation due

to the post-implantation anneal step. Ion implanted piezoresistors have achieved the lowest

Hooge factors, although data for the other two techniques is more limited.

Predeposition is a batch process while the other two techniques are generally serial

processes, and it can be used to fabricate very shallow piezoresistors. It is also the

simplest, most widely available technique of the three due to its longer history. However,

predeposition generally yields less cross-wafer uniformity than ion implantation and the
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Table 2.5: Summary of piezoresistor fabrication techniques. A hard mask capable of
withstanding high temperature processing and with a low dopant diffusivity, such as SiO2
or Si3N4, is required for diffusion and epitaxy while photoresist is sufficient for masking
ion implantation.

Predeposition Ion implantation Epitaxy

Processing temperature (◦C) 750-1100 750-1100 600-1100
Processing pressure atmospheric high vacuum low vacuum
Wafer throughput high high low
Lattice damage none substantial none
Surface concentration (cm−3) 1020−1021 1016−1020 1016−1020

Minimum junction depth (nm) < 100 > 500 < 100
Typical Rs nonuniformity (%) 3−5 < 0.5 < 1
Masking materials hard mask photoresist or hard mask hard mask
Profile modeling more complex more complex less complex

dopant concentration is fixed at the solid solubility concentration unless a drive-in step

is included in the fabrication process. Lattice damage is minimal during predeposition,

although excess dopants tend to aggregate at the surface.

Epitaxy is generally a serial process, but provides the most precise control over

piezoresistor depth and concentration of the three techniques. Any damage introduced into

the lattice during growth is minimal with proper growth conditions, so a post-growth anneal

is not generally performed. Epitaxy has been used to fabricate the thinnest piezoresistors

to date. However, processing complexity and equipment costs limit the availability of

epitaxial reactors.

The most important facet of piezoresistor design and optimization is calculating the

dopant concentration profile. Without an accurate predictive model, designs will not match

experimental results and optimized designs will be inaccurate. We will model diffused and

epitaxial piezoresistors analytically while ion implanted piezoresistors will be modeled

using tabulated numerical results from TSUPREM4 (Synopsys, Mountain View, CA).

We will present models for the combinations of dopant species and fabrication types

listed in Table 2.6. Predeposition dopant profiles will only be calculated for phosphorus

doping. Boron and arsenic will not be investigated due to practical fabrication issues and

the lack of accurate, analytical models for their dopant profiles (Section 2.5.2). Epitaxial
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Table 2.6: Summary of the dopant species and fabrication technique combinations that
we have developed models for. The force probes described in this thesis use diffused
phosphorus piezoresistors.

Diffusion Ion implantation Epitaxy

Arsenic no yes yes
Boron no yes yes
Phosphorus yes yes yes

profiles do not vary signicantly between the three dopant species, because we will focus on

relatively low temperature epitaxy where diffusion lengths are short. Ion implantation,

as noted earlier, will be treated numerically and so the differences in solid solubility,

diffusivity, and oxide segregation between the dopant species will be handled by the

software.

2.5.1 Processing fundamentals

In this section we will briefly discuss some of the fundamental concepts in piezoresistor

fabrication before moving on to discuss dopant profile modeling in detail.

Dopant ionization

Throughout the thesis we will assume charge neutrality and complete dopant ionization so

that N(z) ≈ n(z). The charge neutrality assumption only affects very shallow or narrow

geometries. The Debye length, the characteristic distance over which charge screening

occurs, is on the order of 10 nm in silicon so does not affect the vast majority of devices.

Incomplete dopant ionization, also known as freezeout, occurs when there is insufficient

thermal energy to ionize the dopants [212]. Degenerately doped piezoresistors (> 1019

cm−3) have operated at temperatures below 4.3 K [213]. Many piezoresistive cantilevers

used for cryogenic measurements have not been optimized for low temperature operation,

so have dissipated more power than necessary, limiting their utility [214]. With the addition

of accurate carrier freezeout modeling, the design techniques in this thesis could be applied

to cryogenic temperatures with relatively little modification.
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(a)
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Figure 2.27: Piezoresistor formation. (a) Dopants are introduced to the wafer surface to
define an n-type piezoresistor. The piezoresistor is electrically isolated from the bulk of
the wafer by a pn junction. (b) The net carrier concentration drops sharply at the junction,
which is depth zj from the surface.

Finally, we will assume that the dopant concentration only varies vertically through the

device. There are several potential design issues related to lateral dopant diffusion, which

will be discussed in Section 2.8.4.

Junction isolation

Piezoresistor should generally be isolated from the bulk of the wafer by a pn junction.

During piezoresistor formation, dopants are introduced at the wafer surface to define the

piezoresistor. Electrical current is confined to the piezoresistor by forming a pn junction

with the initial wafer material. For example, if the wafer is initially p-type, an n-type dopant

would be introduced to the wafer (Figure 2.27a). The p-type and n-type dopants cancel one

another, so the depth at which the introduced impurities are equal in concentration to the

initial background concentration defines the junction depth. The net dopant concentration

is shown in Figure 2.27b. By ensuring that the pn junction is always reverse biased, the

depletion region of the diode can be used to electrically isolate the piezoresistor up to

moderately high frequencies.

Concentration limits

Piezoresistor design optimization generally favors high dopant concentrations, as we will

see. Two concentration limits are important to consider: the solid solubility limit and the
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maximum electrically active concentration. These concentration limits determine the max-

imum possible dopant concentrations possible with diffused and epitaxial piezoresistors.

Concentration limits for ion implanted dopant profiles will be handled by TSUPREM.

Dopants only contribute charge carriers when positioned in substitutional crystal lattice

sites; interstitial dopant atoms do not [211]. The total dopant concentration (substitutional

and interstitial sites) is always greater than or equal to the electrically active dopant

concentration (substitutional sites only), and the proportion of activated dopants depends

on the processing history of a wafer.

The total dopant concentration is bounded by the solid solubility limit. Above the

solubility limit, dopant atoms aggregate and begin to come out of solution. The solid

solubility limit varies with the dopant atom and maximum wafer processing temperature

and is on the order of 1020-1021 cm−3 for boron, phosphorus and arsenic at 1000◦C. Solid

solubility data of multiple atomic species was first tabulated by Trumbore in 1960 [215],

and updated by Borisenko and Yudin in 1987 [216]. The maximum electrically active

concentration also varies with temperature and can approach the solid solubility limit.

Excess, electrically inactive dopants have been observed for phosphorus in particular

[217, 218].

Figure 2.28 plots the solid solubility and electrically active concentration limits for

boron and phosphorus as functions of temperature. Solmi et al. measured the total and

electrically active concentrations for phosphorus [218]. Their best-fit models for the total

and active phosphorus concentrations were

Nphos
total = 2.45×1023cm−3 exp(−0.62eV/kbT ) (2.99)

Nphos
active = 9.2×1021cm−3 exp(−0.33eV/kbT ). (2.100)

Solmi et al. observed the presence of electrically inactive, interstitial phosphorus for

processing temperatures above 750◦C. Vick et al. electrically measured the maximum

boron concentration achievable by diffusion as a function of temperature [219]. We fit

the Arrhenius equation to their data to obtain a best-fit model for the maximum electrically

active boron concentration of
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Figure 2.28: Total and electrically active boron and phosphorus concentrations vary
with processing temperature. Solmi et al. measured the total and electrically active
concentrations of phosphorus [218], while Vick et al. measured the electrically active boron
concentration [219]. Excess, electrically inactive phosphorus was observed for anneal
temperatures above 750◦C.

Nboron
active = 1.9×1022cm−3 exp(−0.41eV/kbT ) (2.101)

When calculating diffused and epitaxial profiles, we will take these concentration limits

into account.

2.5.2 Predeposition

Diffusion is the migration of dopant atoms from a region of high concentration to a

region of low concentration. The fabrication of piezoresistors using diffusion involves

a pre-deposition and an optional drive-in step. During the pre-deposition step, a high

concentration of dopant atoms are presented to the wafer, where they diffuse into the

silicon.

Pre-deposition is typically performed at atmospheric pressure in the 750-1100◦C

temperature range. The dopant source can be solid-, liquid- or gas-phase [211,220]. When

a gas-phase source is used, such as diborane (B2H6), phosphine (PH3), or arsine (AsH3),

it is carried in an inert gas such as N2 or Ar. Most modern predeposition systems use
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liquid- rather than gas-phase sources because they are dramatically safer and provide more

consistent dopant profiles [221]. A common approach is to bubble the carrier gas through

the liquid-source, most often BBr3 or POCl3; liquid-phase arsenic sources are not widely

available. Solid-phase systems use solid wafer dopant sources, typically P2O5 or BN,

which are interleaved with the device wafers. When both the wafers are heated, dopant

atoms sublimate and diffuse from the source wafers to the device wafers. A final option is

the use of doped spin-on-glass layers rather than solid sources. [222–224].

Regardless of the dopant source, dopant atoms diffuse into the silicon lattice during

pre-deposition via a two step process. First, a highly doped oxide is formed at the surface,

followed by the silicon diffusion reaction [225]. For example, in the case of phosphorus

doping the reaction proceeds according to

2PH3 +4O2→ P2O5 +3H2O (2.102)

P2O5 +5Si→ 4P+5SiO2 (2.103)

while in the case of boron doping it proceeds according to

B2H6 +3O2→ B2O3 +3H2O (2.104)

2B2O3 +3Si→ 3B+3SiO2. (2.105)

During predeposition, the boundary condition is a constant surface concentration

and the doping profile is often approximated by a complementary error function. The

surface concentration is equal to the solid dopant solid solubility limit which varies with

temperature, assuming that a high enough concentration of dopants is present in the

furnace.

After pre-deposition, the oxide dopant source is removed in hydrofluoric acid (HF) and

the dopants can be “driven-in” via high temperature annealing in either an inert or oxidizing

environment. The drive-in step is performed in order to reduce the surface concentration

and increase the junction depth, although it may be beneficial to skip the drive-in step
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depending on the piezoresistive sensor design. The force probes developed in this thesis do

not use a drive-in step in order to keep the dopants as close as possible to the surface.

One notable issue with boron pre-deposition is the formation of a ≈ 200 Å thick B:Si

layer on the surface that can not be etched in hydrofluoric acid (HF). Typically after pre-

deposition and before the drive-in step, if it is being performed, the doped glass on the

surface should be removed in HF in order to remove the dopant source. In this case, a short

oxidation step can be performed to oxidize the B:Si layer (e.g. 750◦C for 20 minutes),

allowing it to be removed in HF. The complete removal of the oxide and B:Si layer can be

easily verified because the oxide and B:Si surfaces are hydrophilic while the bare silicon

surface is hydrophobic.

Predeposition profiles are often modeled using a complementary error function. An

important assumption in this approach is that the dopant diffusivity does not vary with

concentration. Unfortunately, this assumption does not hold for boron, arsenic, or

phosphorus when the dopant concentration exceeds the intrinsic carrier concentration, ni,

which is plotted in Figure 2.29. Above the intrinsic concentration level, the diffusivities of

boron and arsenic increase approximately linearly with concentration [226]. In general,

diffusivity varies with dopant concentration due to the formation of lattice defects,

dopant clustering, and lattice strain [219, 227, 228]. Increased diffusivity at high dopant

concentrations leads to more abrupt concentration profiles, and using a complementary

error function to model piezoresistive devices will lead to substantial errors in calculating

device performance. Typical predeposition concentrations are an order of magnitude larger

than ni (Figure 2.28).

We will only investigate phosphorus predeposition in this thesis because a simple,

accurate dopant profile model is available and the practical issues with boron (B:Si

formation) and arsenic (only gas-phase sources). Phosphorus predeposition is widely

used and has been researched extensively [228–231]. Typical concentration profiles for

phosphorus predeposition are shown in Figure 2.30. Phosphorus predeposition in particular

yields concentration profiles with a characteristic plateau and kink, and more sophisticated

modeling approaches are required to accurately model diffused piezoresistors.

We calculate dopant concentration profiles for phosphorus predeposition using Tsai’s

1969 model [228]. Although more advanced models have since been developed [232,233],
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Figure 2.29: Intrinsic carrier concentration (ni) as a function of processing temperature.
Dopant diffusivity is constant below ni but increases above it, leading to more abrupt
concentration profiles than would otherwise be predicted. Predeposition can only be
accurately modeled by a complementary error function for concentrations below ni.
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Figure 2.30: Electrically active dopant concentration profiles for phosphorus predeposition
at 800◦C for 35 minutes. The electrically active concentration was measured via spreading
resistance analysis (SRA). The profile consists of a constant concentration surface region,
a kink in the transition region, and a fast-diffusing tail due to variation in diffusivity with
concentration. Four SRA profiles from separate wafers are plotted for comparison.
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we have used the Tsai model to accurately model dopant concentration and sheet resistance

for processing temperatures from 775 to 950◦C. The model is simple to implement,

computationally inexpensive, and accurate. In our experience, TSUPREM does not

accurately reproduce the dopant concentration profiles measured experimentally.

In Tsai’s model, the dopant profile consists of three regions: a surface layer, a transition

region, and a normal diffusion region. The dopant concentration is constant in the

surface region. The dopant profile consists of slow and fast diffusion processes, and the

concentration beyond the surface region is determined by their sum. The slow diffusion

process, with diffusivity DA, determines the dopant concentration in the transition region.

The fast diffusion process, with diffusivity DB, determines the dopant concentration in the

normal region. More specifically,

C(x, t) =CS for x≤ x0 (2.106)

C(x, t) =CA(x, t)+CB(x, t) for x > x0. (2.107)

The depth of the surface layer is x0 = αt where t is the time in seconds and α is

the growth rate of the surface phase. The surface concentration, CS, is the total dopant

concentration (2.99). The concentration profile is calculated using the total phosphorus

concentration before being capped at the electrically active concentration limit (2.100).

The slow and fast diffusing components are calculated from

CA(x, t) =
1−κ

2
CS exp

[
− α

2DA
(x−αt)

]
F1(x, t) (2.108)

CB(x, t) =
κ

2
CS exp

[
− α

2DB
(x−αt)

]
F2(x, t) (2.109)

where κ =CB(x0)/CS and
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F1(x, t) = erfc
(

x+αt
2
√

DAt

)
+ erfc

(
x−3αt
2
√

DAt

)
(2.110)

F2(x, t) = erfc
(

x+αt
2
√

DBt

)
+ erfc

(
x−3αt
2
√

DBt

)
. (2.111)

There are four model parameters: DA, DB, α and CB(x0). However, they vary with

temperature and are modeled via Arrhenius kinetics as

DA = DA0 exp
(
−EDA

kbT

)
(2.112)

DB = DB0 exp
(
−EDB

kbT

)
(2.113)

α = α0 exp
(
− Eα

kbT

)
(2.114)

CB(x0) =CB0 exp
(
−ECB

kbT

)
(2.115)

and there are a total of eight fitting parameters. In order to verify the model and provide

fitting parameter estimates, Tsai doped samples from 820-1100◦C via POCl3 predeposition.

He measured the electrically active dopant concentration profiles by iteratively anodically

oxidizing the samples and measuring their sheet resistances. We have measured phosphorus

predeposition dopant concentration profiles using spreading resistance analysis (SRA) and

sheet resistance data. Our best fit parameters for POCl3-based predeposition from 775-

950◦C and 10-60 minutes are presented in Table 2.7.

Figure 2.31 compares the computed and measured electrically active concentration

profiles for predeposition at 800◦C for 35 minutes. The agreement between the model and

experiments is excellent, and the three profile regions (plateau, kink, and tail) are captured

by the model. Figure 2.32 compares the modeled and measured sheet resistance values

from 775-950◦C. The model error is less than 10% for all of the measured data points.

We found that α decreases more than expected for processing temperatures below

825◦C. Tsai also noted lower than expected values of α at low temperatures, and did not use
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Table 2.7: Best fit parameters for the Tsai model of phosphorus predeposition obtained by
fitting to experimentally measured spreading resistance profiles. The α activation energy
varies with temperature to accurately model low temperature predeposition processes (<
820◦C) where phosphorus diffusion through a surface oxide layer can become the rate
limiting step.

Prefactor Activation energy

DA 200 cm2/sec 3.77 eV
DB 2.3×10−5 cm2/sec 1.95 eV
α 0.12 cm/sec 1.65 eV+0.05 eVexp[−0.015 1

K(T −1073K)]
CB 3×1023 cm−3 0.88 eV
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Figure 2.31: Comparison between experimental and modeled dopant profiles for
phosphorus predeposition 800◦C for 35 minutes. The plateau, kink, and tail regions of
the profile are captured. The model overestimates the dopant concentration beyond 200 nm
(< 1018 cm−3), however there is no impact on piezoresistor modeling accuracy because the
vast majority of the current is carried near the surface.

the 820◦C data in calculating the model parameter estimates. The most likely mechanism

is that the diffusivity of phosphorus in SiO2 is relatively slow and varies dramatically with

temperature. Most phosphorus predeposition processes include an initial oxidation step

(e.g. 2-5 minutes) to prevent surface pitting and roughness. Thus, diffusion through surface

SiO2 can become the rate limiting diffusion process at temperatures below 825◦C.
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Figure 2.32: Comparison between experimental and modeled sheet resistance data.
Phosphorus predeposition was performed at temperatures from 775-950◦C and the sheet
resistance was measured via 4-point probe. The model error is less than 10% for all of the
measured data points. The curves in the plot correspond to 775, 800, 850, 875, 900 and
950◦C, from top to bottom.
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Figure 2.33: Calculated phosphorus diffusion lengths in SiO2 as a function of predeposition
time and temperature. Calculated results agree well with our experimental observations of
the thickness of phosphosilicate glass (PSG) removed in a brief hydrofluoric acid (HF) dip.
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The relatively slow diffusion of phosphorus through SiO2 makes it an excellent masking

material. Sah et al. measured the diffusivity of phosphorus in SiO2 in 1959 [234]. Their

data was later reanalyzed by Ghezzo and Brown and tabulated with over common silicon

dopants [235]. The diffusivity of other dopants in SiO2 and other materials can be found in

an unpublished book chapter by Jones [236].

Phosphorus diffusion in SiO2 obeys Arhenius kinetics with Ea = 2.3 eV and D0 =

5.73× 10−5 cm2/s [235]. The diffusion length of phosphorus in SiO2 is plotted in Figure

2.33. Our own experimental measurements indicate a 60 nm phosphorus diffusion length

during a 900◦C, 20 minute diffusion. We measured the diffusion length by measuring the

thickness of the thermal oxide mask before the diffusion, and then afterwards removing

the deposited PSG and doped oxide layer in 50:1 hydrofluoric acid before measuring the

remaining oxide thicnkess. Dilute HF etches undoped oxide exceedingly slowly (50 A/min)

compared to phosphorus doped oxide (> 3000 A/min). The minimum required oxide mask

thickness (or maximum diffusion time) can be calculated by equating the diffusion length

and oxide thickness, 2
√

Dt = toxide, although we would recommend including a safety

factor of at least 2 if possible to avoid shorting out the entire wafer.

2.5.3 Ion implantation

Two important downsides of pre-deposition are its high surface dopant concentration,

fixed at the dopant solid solubility limit, and its relatively high dose nonuniformity due

to the strong variation in diffusivity with temperature. Ion implantation was researched

extensively in the 1950s and 1960s as an alternative to pre-deposition that could provide

better dose uniformity and lower dopant concentrations [237–239]. The depth distribution

of implanted ions and their electrical properties were studied extensively using the Hall

effect and analytical theories [240–243]. The lattice damage induced by ion implantation

was recognized early on [244, 245]. There are several excellent reviews on the history of

ion implantation [246, 247] and modern ion implantation theory and simulation tools are

discussed extensively by Plummer et al. [211]. Ion implantation gained wide use in the

1980s and remains the preferred method in commercial production today.

In ion implantation, dopant atoms are ionized and accelerated at high energy (keV to
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MeV) into the substrate. The substrate is grounded, which allows the implanted dose to

be measured and accurately controlled by integrating the ion current [211]. Additionally,

grounding the substrate allows the ionized atoms to be neutralized immediately. The ions

also leave a cascade of damage in the crystal structure [244]. Any layer thick or dense

enough to block the implanted ions, such as photoresist, silicon oxide, silicon nitride, or

metal, can be used to mask the implantation. Photoresist is a common choice. Typical

silicon piezoresistor doses range from 1×1014 to 5×1016 cm−2, with energy ranges from

30 to 150 keV [42]. The typical sheet resistance nonuniformity is < 0.5% in modern ion

implanters [248], while we typically observe 3-5% nonuniformity for POCl3 doped wafers

in an academic research facility.

Dopant distribution is approximated by a symmetric Gaussian distribution [244]. Most

implants are performed with a 7◦ tilt of (100) silicon wafers to avoid ion channeling, a

phenomenon where ions deeply traverse gaps in the lattice without scattering. Larger

implant angles (7◦-45◦) are sometimes used to form piezoresistors on etched sidewalls

to enable in-plane strain measurements [197, 249–252].

One major disadvantage of ion implantation is the damage to the crystal. Lattice

scattering leads to 1/f noise, while lattice order is mostly restored by high-temperature

dopant activation and annealing [182,206,244]. However, shallow junctions are difficult to

obtain with high crystal quality, so ion implantation is problematic for thin piezoresistive

sensors where conduction needs to be tightly confined to the surface. Some researchers

have used low energy [73], higher mass ions [253], or intentional lattice damage [254]

to extend ion implantation to shallower piezoresistors. Parameters that affect the junction

depth include the acceleration energy, the ion mass, and the stopping power of the material

[241].

We will present tabulated ion implantation results for quickly and efficiently calculating

the electrical properties of ion implanted piezoresistors. The damage induced by ion

implantation can lead to complex dopant activation and diffusion behavior, making a

numerical approach necessary [255]. Other issues that make a numerical approach

necessary are oxidation enhanced diffusion, dopant segregation at the oxide interface, and

diffusivities that vary with dopant concentration and lattice defect densities.

Numerical design optimization requires a large number of computational steps. Finding
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the design optimum from a random initial design might require 5,000 iterations of the

optimization algorithm. At each step, the algorithm determines how to improve the

design by computing the gradient of the target function in the basis defined by the

design parameters. If two of the parameters affect the dopant profile (e.g. predeposition

temperature and time), then the dopant profile will need to be computed up to 10,000 times.

If calculating the dopant profile takes 2 milliseconds, then optimizing the sensor design

will take less than 30 seconds. Simple analytical models (diffusion and epitaxy) can be

optimized to run extremely quickly. However, more complex models that use iterative

numerical methods can take tens of seconds to complete, and nobody wants to wait 27

hours for a computation to finish.

Thus, we take the approach that we developed with Sung-Jin Park in 2010 of computing

a lookup table for dopant profile dependent parameters: β ∗, Nz, P and Rs [198, 202]. The

only problem is the sensitivity factor, which depends on the sensor thickness. Calculating

a β ∗ lookup table for every possible thickness isn’t practical, but β ∗ can be reformulated

to be thickness independent. We do so by shifting the coordinate system in (2.89) from the

neutral axis to the sensor surface by introducing z′ = tc/2− z, yielding

β
∗ =

2
tc

∫ tc/2
−tc/2 Pµn(tc/2− z′)dz∫ tc/2

−tc/2 µndz

= β
∗
1 −

2
tc

β
∗
2 . (2.116)

The two new parameters, β ∗1 and β ∗2 , are defined by

β
∗
1 =

∫ tj
0 Pµndz′∫ tj
0 µndz′

(2.117)

β
∗
2 =

∫ tj
0 Pµnz′dz∫ tj

0 µndz′
. (2.118)

where tj is the junction depth. The first parameter, β ∗1 , does not have any position
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Table 2.8: Process parameters used in the TSUPREM ion implantation simulations. A
range of conditions are simulated and a lookup table is computed in order to make
numerical design optimization viable.

Process Parameters

1) Grow 250 Å screening SiO2 Wet O2 (850◦C, 17 min)

2) Ion implantation B, As, or P, 2×1014 to 2×1016 cm−2 and 20 to 80 keV

3) Strip screening SiO2

4) Wet oxidation (optional) 900, 1000, or 1100 ◦C for 66, 15 or 5 minutes

5) Inert N2 anneal 900, 1000 or 1100 ◦C for 15-120 minutes

dependence, so is just a conductivity weighted average of the piezoresistance factor. If the

dopant concentration is low then β ∗1 will be high. The second parameter, β ∗2 , is a stress and

conductivity weighted average of the piezoresistance factor. If the dopant atoms are near

the surface, then β ∗2 → 0 and β ∗→ β ∗1 . However, if the dopants are distributed uniformly

over the sensor thickness, then β ∗2 → β ∗1 tc/2 and β ∗→ 0.

Separating β ∗ into β ∗1 and β ∗2 allows us to precompute β ∗ for arbitrary sensor thickness.

By running a large number of TSUPREM simulations offline, we can calculate a lookup

table for all of the parameters that vary with the dopant concentration profile (β ∗, Nz, P and

Rs) and quickly look them up during numerical optimization.

If we compare (2.91) and (2.117), we note that P = β ∗1 . Thus, the data we tabulate

for ion implanted piezoresistors can be used to design constant strain devices (P = β ∗1 ) in

addition to linear strain devices (β ∗ = β ∗1 −2β ∗2 /tc).

We simulated ion implanted dopant profiles using TSUPREM4 (Synopsys, Mountain

View, CA). The basic fabrication process used in the simulations is noted in Table 2.8. After

the wafers are ion implanted they are annealed to activate the dopants and reduce lattice

damage from the implantation step. Implantation was analytically modeled using a dual

Pearson distribution. The implant moment tables used to calculate the profiles included

full energy, dose and tilt dependence. We chose the maximum implantation energy (80

keV) based upon the energy range of the lookup table data. The models used for dopant

activation and diffusion included dopant-defect clustering, oxidation-enhanced diffusion,

concentration and damage effects, transient defect generation, pairing and recombination.
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We assumed a wafer tilt of 7◦ to avoid ion channeling and a background resistivity of 10

Ω-cm. The simulation input file is reproduced in its entirety in Appendix H for additional

implementation details.

We computed ion implantation lookup tables for arsenic, boron and phosphorus over a

wide range of process conditions. The data was calculated for implantation energies of 20,

50 and 80 keV, doses of 2× 1014, 2× 1015 and 2× 1016 cm−2, post-implantation anneal

temperatures of 900, 1000 and 1100 ◦C, and anneal times ranging from 15 to 120 minutes

in 15 minute increments. A 250 Å thick oxide layer is grown before the implantation step

in order to protect the silicon from contamination.

We assumed two different conditions for the anneal. In the first we assumed that the

wafers were oxidized in steam to obtain a 1500-2000 Å thick passivation oxide before

performing the inert anneal. In the second condition we assumed that the wafers were not

oxidized and the anneal was performed only in an inert atmosphere. In the first case, the

passivation oxide was grown at 900, 1000, or 1100 ◦C for 66, 15 or 5 minutes, respectively.

If a passivation oxide will be regrown during the anneal step then the 250 Å thick protection

oxide should be stripped first. However, if the wafer will not be reoxidized then the

protection oxide should be left in place during the anneal and stripped afterwards in order

to prevent dopant outgassing.

A total of 1296 different process flows were simulated to build the lookup tables. In

order to efficiently compute the data we used two scripts and a template for the TSUPREM

input file. The first script inserted the appropriate dopant, energy, dose, temperature and

time into the template, generating a set of TSUPREM input files. After running the

simulations, the script saved the concentration profiles, where the second script aggregated

the data into a relatively small (3 MB) Matlab data file. The two scripts and template are

presented in Appendix H. The lookup tables could be readily extended to an alternative

process flow or larger design parameter space. The simulations took about 12 hours to

run, but allow the electrical properties of ion implanted piezoresistors to be calculated in

milliseconds.

There are five process parameters that determine the dopant profile for ion implanted

piezoresistors: the dopant, the implanted dose and energy (Nimplant and Eimplant), and the

time and temperature of the inert anneal (tanneal and Tanneal). The following lookup tables
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Figure 2.34: Changes in ion implantation energy (top) and dose (bottom) affect the as-
implanted dopant concentration profile. The simulation results are for boron implanted at
energies of 20, 50 and 80 keV for a dose of 2× 1015 cm−2 (top) and for an energy of 50
keV and doses of 2× 1014, 2× 1015 and 2× 1016 cm−2 (bottom). The concentration and
mean projected range scale roughly linearly with dose and energy, respectively. The initial
dopant concentration profile is modified substantially by the post-implantation annneal.

provide β ∗1 , β ∗2 , Rs and Nz over a wide process parameter range. Note that Nz is not simply

equal to the dose due to the possibility of incomplete dopant activation and because the

dopant concentration is not constant so the current density varies. Similarly, the sheet

resistance can not be calculated directly from the process parameters and needs to be

simulated.
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Figure 2.35: Comparison between the initial phosphorus concentration profile (dashed line)
and concentration profiles after 15 and 120 minutes of annealing at 900 ◦C . The profiles
are calculated for a 50 keV implant with a dose of 2× 1015 cm−2. The dopants are not
electrically active initially, and the anneal integrates them into the crystal lattice and reduces
implantation-induced lattice damage. Increasing the temperature or duration of the anneal
impacts the noise and sensitivity of the sensor in a variety of ways.

Variations in the initial, as-implanted dopant concentration profile with changes in

energy and dose are shown in Figure 2.34. The simulations were run for boron implanted

at energies of 20, 50 and 80 keV at a dose of 2× 1015 cm−2 and for an energy of 50 keV

with doses of 2×1014, 2×1015 and 2×1016 cm−2. The concentration and mean projected

range scale roughly linearly with the dose and ion energy, respectively, over the range that

we will simulate for piezoresistor fabrication [241].

Figure 2.35 demonstrates the evolution of the dopant concentration profile over time.

For the simulation, phosphorus ions were implanted at 50 keV and a dose of 2×1015 cm−2

before being annealed at 900 ◦C for 15 or 120 minutes. The passivation oxide was not

regrown before the anneal, but the protection oxide from the implantation step was left in

place as discussed earlier. The dopant atoms are initially located within the first 200 nm

from the surface (dashed line) but they are not electrically active. The anneal is required

to activate them and anneal out lattice damage induced by the ion implantation. At high

implantation doses (e.g. 2×1016 cm−2) the damage can be great enough to make the crystal

amorphous. In that case, the anneal restores the crystallinity of the lattice through epitaxial
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regrowth by using undamaged material as a growth template.

The parameters chosen for the anneal affect sensor performance in several ways.

Increasing either the time or temperature of the anneal increases the diffusion length,

which reduces 1/f noise by reducing the Hooge factor (Section 2.4.1). Increasing the

temperature leads to an increase in the solid solubility limit (Section 2.5.1), which can

increase the dopant concentration near the surface if the dose is high enough that the

dopant concentration is limited by solubility. A higher temperature, assuming that the

time is reduced to maintain a constant diffusion length, accordingly leads to a smaller

piezoresistance factor but shifts conduction closer to the surface, decreasing both β ∗1 and

β ∗2 .

Increasing the duration of the anneal, in contrast, reduces the concentration near the

surface and shifts the conduction further from the surface, increasing both β ∗1 and β ∗2 .

Sensors with constant strain through their thickness (uniaxial strain gauges) do not depend

on β ∗2 for their operation, so a longer anneal and lower dopant concentration is good from

a sensitivity standpoint but bad from the standpoint of temperature stability. Sensors

with a linear strain gradient through their thickness (all other sensors) will experience

either increased or decreased sensitivity depending on the thickness of the sensor, which

determines the relative weighting of β ∗1 and β ∗2 (2.116).

Figure 2.36 compares dopant concentration profiles for arsenic, boron and phosphorus

in processes with and without the growth of a passivation oxide. The profiles are calculated

for 50 keV, 2×1015 cm−2 implants that are annealed in an inert atmosphere at 900 ◦C for 60

minutes. In the passivated process, a 1500-2000 Å thick passivation oxide is grown before

the inert anneal. The depth of the piezoresistor increases going from arsenic to phosphorus

to boron as the atomic mass of the dopant decreases (75, 31 and 10.8 amu, respectively)

and the dopant diffusivity increases. The peak concentration of boron is lower than either

arsenic or phosphorus due to its lower solid solubility limit and higher diffusivity. The

oxidation step modifies the concentration profiles through oxidation-enhanced diffusion,

dopant segregation at the Si-SiO2 interface and the increased time at high temperature.

Figure 2.37 compares dopant profiles for phosphorus and boron for anneals with and

without the growth of a passivation oxide. Both profiles extend slightly deeper into the

silicon due to oxidation-enhanced diffusion and the increased time at high temperature.
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Figure 2.36: Comparison between As, B and P concentration profiles for inert (top) and
passivated (bottom) processes. The profiles are calculated for 50 keV, 2× 1015 cm−2

implants that are annealed in an inert atmosphere at 900 ◦C for 60 minutes. The depth of
the piezoresistor increases going from arsenic to phosphorus to boron as the atomic mass
of the dopant decreases and the dopant diffusivity increases. The oxidation step modifies
the concentration profiles through oxidation-enhanced diffusion, dopant segregation and
the increased time at high temperature.

But the difference is particular significant for boron, where the surface concentration has

decreased approximately 20-fold.

Oxidation particularly causes the dopants to redistribute at the surface. Silicon at the

surface is consumed during the oxidation, and the dopant atomcs once contained in those
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Figure 2.37: Phosphorus (top) and boron (bottom) dopant concentration profiles with and
without the growth of a passivation oxide immediately before the anneal. The profiles are
calculated assuming a 50 keV, 2×1015 cm−2 implant and an inert anneal at at 900 ◦C for
60 minutes. Oxidation modifies the surface concentration due to dopant segregation and
the diffusion length increases due to oxidation-enhanced diffusion and the additional time
at high temperature.

layers either preferentially shift into the oxide or follow the silicon interface, causing

pileup at the surface. A segregation coefficient less than one indicates that the dopants

will segregate into the oxide, while a coefficient greater than one indicates that the dopants

will pileup at the silicon interface. The segregation coefficient of boron is about 0.3 while

the coefficients for arsenic and phosphorus are more than 1000 [236, 256]. Including a
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reoxidation step reduces the surface concentration of boron 20-fold while only reducing the

surface concentrations of arsenic and phosphorus by a factor of two. While the presence of

the 250 Å thick protection oxide (in the case where the oxide is not regrown) does modify

the profile slightly, the impact is much less than the reoxidation case.

The Tables in Appendix G can be used to calculate β ∗1 , β ∗2 , Rs, Nz and tj for

arsenic, boron and phosphorus implantation over a wide design parameter range. For

design optimization, we allow the process parameters to vary continuously by linearly

interpolating between the simulated parameter combinations. The lookup table used for

optimization also includes the dopant concentration up to 5 µm from the wafer surface at

10 nm intervals, allowing the raw simulation data to be recovered.

2.5.4 Epitaxy

The primary performance limitation of ion implantation for piezoresistor fabrication is the

diffusion that necessarily accompanies dopant activation and annealing, which is addressed

through epitaxial piezoresistor growth. Conventional epitaxial growth is performed at

high temperatures (800-1300◦C) and reduced pressure (10-200 Torr). The four most

commonly used silicon gas sources are silicon tetrachloride (SiCl4), trichlorosilane

(SiHCl3), dichlorosilane (SiH2Cl2), and silane (SiH4) [211]. A clean surface is necessary

to obtain a high quality epitaxial layer. Contaminants and native oxide will prevent single-

crystal growth. An in situ HCl clean can remove wafer contaminants and native oxide.

Halide source gases are used to grow silicon with the advantage that chlorine is one of the

net byproducts. The chlorine removes metal contaminants from the deposited silicon film,

resulting in better quality single-crystal silicon.

Selective epitaxy is the deposition of single crystal silicon only on silicon surfaces

rather than all exposed surfaces. Joyce and Baldrey first demonstrated the selective

deposition of silicon epitaxial layers in 1962 using silicon tetrachloride at 1200◦C and an

oxide mask [257]. The presence of hydrochloric acid (HCl), whether from silicon source

gas as in silicon tetrachloride or in a separate gas flow, acts to suppress the nucleation of

silicon clusters on surfaces less favorable for growth than bare silicon. Silicon dioxide is

generally used as a masking layer, although silicon nitride has also been demonstrated.
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Selective epitaxy has been used both for undoped and various doping levels up the

solid solubility limits of the dopant atoms. The selective growth of epitaxial layers

on existing single crystal silicon is possible using a standard LPCVD epitaxial reactor.

The HCl continuously etches the silicon, and due to the higher concentration of silicon

atoms required on a dielectric surface to nucleate a grain, it is possible to continuously

remove silicon from atop a dielectric layer while depositing on the exposed single crystal

silicon. Since its initial development, selective epitaxy has been optimized to work at lower

temperatures, allowing for less dopant diffusion [211, 258–262].

Silicon tetrachloride is widely used because it is stable, has a low vapor pressure and

leaves little excess coating on the reaction chamber. However, it requires a high temperature

for the reaction to proceed (1100 - 1300◦C). Silane is widely used for the deposition

of polysilicon, but is not favored for epitaxy or selective epitaxy because of its lower

deposition rate at any given temperature compared to chlorinated silicon sources [260].

Of the remaining gases, dichlorosilane (DCS) is optimal for selective silicon epitaxy due

to its low deposition temperature, high rate of deposition, low nucleation rate on silicon

dioxide, and good selectivity at reduced pressure [263]. Epitaxial silicon films may be

doped during the deposition by introducing appropriate dopant source gases such as AsH3,

PH3, or B2H6 into the chamber along with the silicon source gases.

The reactions for the deposition of silicon from dichlorosilane are

SiH2Cl2 → SiCl2 +H2

SiCl2 +H2 ↔ Si+HCl.

The second reaction is reversible, and the growth rate is reduced by an increase in the

HCl concentration. Selectivity improves as the temperature, pressure, or growth rate are

decreased, or as the HCl concentration is increased [259]. Selective epitaxy at atmospheric

pressure typically requires the addition of HCl, with a typical combination of gases being

DCS, hydrogen, hydrogen chloride. At pressures of less than 100 torr, the addition of HCl

is not required because the critical size for grain growth of the silicon on the dielectric is

larger [264].
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Epitaxial silicon does not require annealing to activate the dopants or reduce lattice

disorder. Without an additional annealing step, dopants diffuse less and the dopant

concentrantion profile can approximate a sharp step. Harley [36] and Liang [265]

demonstrated the use of epitaxially grown doped silicon to form piezoresistors in ultra-

thin cantilevers less than 100 nm thick.

The dopant concentration profile of an epitaxial piezoresistor, including dopant diffu-

sion, can be calculated from

N =
Nepi

2
erfc

(
z− tpr

2
√

Dt

)
+NB (2.119)

where Nepi is the dopant concentration of the epitaxial layer, tpr is the piezoresistor

thickness, D is the dopant diffusivity, t is the processing time and NB is the background

concentration.

Regarding notation, we will use tpr throughout the thesis to denote the nominal

thickness of epitaxial piezoresistors and tc to denote the total sensor thickness in order

to avoid confusion with t, which will be consistently used to denote time. The piezoresistor

thickness is not well defined for diffused or ion implanted piezoresistors, so we will only

use tpr in discussing epitaxial piezoresistors.

When the diffusion length is relatively short compared to the piezoresistor thickness,

the concentration profile can be approximated as a concentration step where

N(z) = Nepi for z≤ tpr (2.120)

= NB for z > tpr. (2.121)

However, if there is significant dopant diffusion from either a low epitaxial deposition

rate or subsequent high temperature processing, the simplified step model is not accurate

and (2.119) should be used instead or the profile should be modeled using TSUPREM.

Figure 2.38a compares epitaxial dopant profiles over a range of deposition rates for a

100 nm thick piezoresistor grown at 900◦C and doped to 5×1019 cm−3. Curves are plotted

for growth times of 10, 100 and 1000 minutes. Concentration profiles were calculated from

(2.119). The growth rate, diffusion length, sensitivity factor and sheet resistance for each
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Table 2.9: The sensitivity factor and sheet resistance for three different boron epitaxy
growth rates. The sensitivity factor remains roughly constant until the diffusion length
during epitaxial deposition is comparable to the piezoresistor thickness.

10 minutes 100 minutes 1000 minutes

Growth rate (nm/min) 10 1 0.1
Diffusion length, 2

√
Dt (nm) 13 42 132

Sensitivity factor, β ∗ (-) 0.33 0.31 0.17
Sheet resistance (ohm/sq) 185 175 148

profile is presented in Table 2.9. The growth rates used are all relatively slow; growth rates

on the order of 300 nm/min have been reported for selective epitaxy at 900◦C [264].

There is almost no change in β ∗ until the diffusion length is on the order of the

piezoresistor thickness (Figure 2.38b). Similarly, there is only a small change in the sheet

resistance (due to the higher mobility at lower concentrations). Thus, a step profile can

be used to model epitaxial piezoresistor with negligible error (< 5%). More detailed,

numerical models (e.g. TSUPREM) can be used once a design has been optimized using

the approximate model. Diffusion during epitaxial growth has an insignificant impact on

piezoresistor sensitivity unless the growth rate is exceptionally low or additional thermal

processes are performed.

The electrical and piezoresistive properties of an epitaxial piezoresistor with negligible

diffusion can be calculated as

β
∗ = P(1− tpr/tc) (2.122)

P = P (2.123)

Rs = ρ/tpr (2.124)

Nz = Nepitpr (2.125)

where P and ρ are calculated as functions of piezoresistor dopant concentration from

(2.27) and (2.129), respectively. Epitaxial piezoresistors are far simpler to model than their

diffused or ion implanted counterparts, which makes them useful for quickly designing a
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(a)

(b)

1000 min

100 min

10 min

Figure 2.38: Dopant diffusion during epitaxial growth. (a) Concentration profiles for a
phosphorus doped 100 nm thick epitaxial resistors grown at 900◦C for 10, 100 and 1000
minutes. The dashed line denotes the ideal step concentration profile. (b) The sensitivity
factor, β ∗, decreases as the diffusion length increases from its maximum possible value of
β ∗0 if no diffusion occurred.

device before shifting to more complicated numerical models.
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2.5.5 Polysilicon

The preceding discussion of diffusion, ion implantation and epitaxy implicitly focused on

single crystal silicon. However, piezoresistors are also often fabricated from polycrystalline

silicon films, usually referred to as polysilicon or poly. Polysilicon is deposited using the

same LPCVD processes as epitaxial silicon, but at lower temperatures or higher rates so

that there is insufficient time or thermal energy to eliminate grain boundaries.

Polysilicon can be doped using diffusion, ion implantation, or in-situ doping by

introducing gas-phase dopants with the precursor polysilicon gases during the CVD

process. However, the introduction of dopant gases affects the polysilicon deposition rate,

thickness uniformity, grain size and film stress [211]. Depending upon the polysilicon

deposition temperature, it can be amorphous, microcrystalline or polycrystalline. After

polysilicon deposition the wafers are often annealed at a high temperature (800-1100◦C)

in order to relieve stress and alter the grain structure. While the properties of single

crystal silicon piezoresistors are well known and reproducible, polysilicon piezoresistor

properties vary significantly with the deposition, anneal and doping conditions, because

they determine the orientation distribution of the grains.

Piezoresistive effects in polysilicon were studied extensively in the 1970s and 1980s.

Onuma and Sekiya [266] first reported the piezoresistive properties of polysilicon in 1972.

Two years later, Gurtler and Zwernemann filed a patent for polysilicon piezoresistive

pressure sensors [267]. Seto further reported on the electrical and piezoresistive properties

of polysilicon in 1975 and 1976 [268,269]. In 1981, Lu and Mandurah separately reported

on models for electrical conduction in polysilicon [270–273], and Mikoshiba reported

on the stress sensitivity of CMOS devices with polysilicon gates [274]. Germer [275]

and Erskine [276] reported on piezoresistive devices utilizing polysilicon piezoresistors

in 1983. Finally, in 1984 [277] and 1989 [278], French and Evans presented theoretical

models for piezoresistance in polysilicon as a function of doping, grain size, and orientation

and proposed an optimum set of processing parameters for a given grain size.

We primarily focus on the design of single crystal silicon piezoresistors in this thesis.

Mainly because they are more widely used in both research and commercial production,

but also because all of the models and methods can be applied to polysilicon piezoresistors
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with slight modifications to the noise and sensitivity formulae.

2.5.6 Electrical modeling

In the last section we calculated the dopant concentration profile, N(z). In this section,

we will use the dopant concentration profile to calculate the carrier concentration and

resistivity profiles, n(z) and ρ(z). Minority carriers do not affect the operation of

piezoresistive sensors, and we will ignore them for the most part.

Both intrinsic and extrinsic carriers can potentially contribute to the carrier concen-

tration. The intrinsic carrier concentration is exceedingly small near room temperature

(≈ 1010 cm−3) but contributes to the concentration of carriers at elevated temperatures

(e.g. ni = 1017 cm−3 at T = 900 K.

The intrinsic carrier concentration is calculated from the empiricial fit of Trupke et al.

as [279]

ni = 2.9135×1015T 1.6 exp
(
−Eg

2kbT

)
(2.126)

where Eg is the bandgap energy, which also varies with temperature and is calculated

following Thurmond as [280]

Eg = E0
g −

αT 2

T +β
(2.127)

where E0
g = 1.170 eV, α = 4.730× 10−4 eV/K, and β = 636 K. We neglect bandgap

narrowing for simplicity.

Assuming complete dopant ionization, the majority carrier concentration is [112]

n =

∣∣∣∣ND−NA

2

∣∣∣∣+
√(

ND−NA

2

)2

+n2
i . (2.128)

This expression is only valid for non-degenerately doped silicon, because it is based

upon the mass action law (np = n2
i )

We calculate the resistivity from the dopant concentration as
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Table 2.10: Temperature dependent carrier mobility modeling parameters. Reproduced
from Ref. [281], ©2002 IEEE.

Parameters Phosphorus Arsenic Boron

µmax (cm2/V-sec) 1441 1441 470.5
c (-) 0.07 0.07 0.0
γ (-) 2.45 2.45 2.16
µ0d (cm2/V-sec) 62.2T−0.7

n 55T−0.6
n 90.0T−1.3

n
µ0a (cm2/V-sec) 132.0T−1.3

n 132.0T−1.3
n 44.0T−0.7

n
µ1d (cm2/V-sec) 48.6T−0.7

n 42.4T−0.5
n 28.2T−2.0

n
µ1a (cm2/V-sec) 73.5T−1.25

n 73.5T−1.25
n 28.2T−0.8

n
Cr1 (cm−3) 8.50×1016T 3.65

n 8.90×1016T 3.65
n 1.30×1018T 2.2

n
Cr2 (cm−3) 1.22×1017T 2.65

n 1.22×1017T 2.65
n 2.45×1017T 3.1

n
Cs1 (cm−3) 4.00×1020 2.9×1020 1.1×1018T 6.2

n
Cs2 (cm−3) 7.00×1020 7.00×1020 6.10×1020

α1 (-) 0.68 0.68 0.77
α2 (-) 0.72 0.72 0.719

ρ =
1

qµn
(2.129)

where q is the single electron charge and µ is the carrier mobility. Both the carrier

density and mobility vary through the depth of the piezoresistor. We calculate the mobility

as a function of the donor and acceptor concentration and temperature following Reggiani

et al. [281] as

µ = µ0 +
µL−µ0

1+
(

ND
Cr1

)α1
+
(

NA
Cr2

)α2
− µ1

1+
(

ND
Cs1

+ NA
Cs2

)−2 0 (2.130)

and
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Figure 2.39: Resistivity and mobility as functions of dopant concentration for boron
(orange) and phosphorus (blue) doped single crystal silicon.

µL = µmaxT−γ+cTn
n (2.131)

µ0 =
µ0dND +µ0aNA

ND +NA
(2.132)

µ1 =
µ1dND +µ1aNA

ND +NA
(2.133)

where µL is the lattice mobility due to phonon scattering while µ0 and µ1 account for
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impurity scattering. The model paramters are presented in Table 2.10. The temperature

dependencies in Table 2.10 and (2.131) are provided in terms of a normalized temperature,

Tn = T/300K.

The resistivity and carrier mobility for phosphorus and boron doped silicon at 300 K

are plotted in Figure 2.39 as functions of dopant concentration. The mobility decreases

with dopant concentration due to ionized impurity scattering.

2.5.7 Experimental validation techniques

There are four common experimental techniques for measuring the dopant concentration

profile: secondary ion mass spectrometry, spreading resistance analysis, capacitance

voltage profiling, and anodic oxidation. [282–285].

Secondary ion mass spectrometry (SIMS) is used to quantify the total concentration

of a dopants, including both substitional and interstitial positions. By directing a beam

of ions at the sample atoms from the sample are sputtered from the surface and separated

based upon their charge and mass. The initial data obtained from SIMS are the count rates

of several ions as a function of time. In order to quantify the dopant profile, the time

must be converted to depth, and the count rate to concentration. The sputtering rate can be

measured mechanically using a stylus profilometer or atomic force microscope, or optically

using interferometry.

Quantitative concentrations are obtained from the relative count rate of the element

of interest compared to that of the major element in the sample, typically silicon [286].

The relative sensitivity factor, used to calculate concentration from the intensity ratio, is

calibrated using a reference sample. Ion implantation is typically used to generate the

reference sample, because the integrated count rate can be compared to the implanted dose

in order to calculate the relative sensitivity factor. SIMS has excellent depth resolution,

on the order of several nanometers depending on the energy and angle of the primary ion

beam, and resolution down to 1015 cm−3. We refer the reader to Ref. [287] for a longer

review article and Ref. [288] for a comprehensive book on SIMS.

Spreading resistance analysis (SRA) is used to quantify the electrically active dopant

concentration profile. SRA reconstructs the dopant profile based upon the resistance
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measured over the depth of the sample using a four-point probe arrangement. In theory,

one could simply cleave the sample to be probe and measure the resistance over its cross-

secion. However, the typical depth of an electronic device ranges from nanometers to

microns and is far too small to directly probe. In SRA, the sample is first beveled at a

shallow angle, θ . This serves two functions; the resistance at a particular depth can now be

measured by moving the sample laterally rather than vertically, and size of the features to

be probed is magnified by a factor of 1/sin(θ). This enables a four-point-probe instrument

to measure a resistance profile by stepping laterally across the sample. The resistivity

profile is calculated from the resistance profile using numerical methods [289, 290], and

the resistivity profile is converted to a concentration profile based upon reference standards.

SRA directly probes the resistivity profile of the sample, which is of prime importance for

piezoresistive sensors, but accurate measurements within the first 20-50 nm of the sample

surface can prove challenging due to edge effects.

Capacitance voltage (C-V) profiling infers the dopant concentration profile by mea-

suring the capacitance as a function of voltage between the sample being probed and an

electrode. As carriers near the surface are depleted, the measured capacitance decreases,

and C-V analysis is widely used in the semiconductor industry to probe gate oxide defects.

The measurement electrode can stationary or mobile. When the sharp tip of a scanning

probe is used as the electrode, scanning capacitance microscopy (SCM) allows for sub-

micron lateral resolution in addition to nanometer scale depth resolution [291]. One

challenge with C-V and SCM measurements is that the field required to deplete highly

doped silicon can lead to electrical breakdown. Although both techniques have been used

to probe sub-100nm junctions doped to 1020 cm−3, depleting deep, highly doped structures

can prove difficult [292]. Additionally, trapped charge or interface states can reduce the

measurement accuracy. Scanning Kelvin probe microscopy (SKPM) is a technique related

to SCM that infers the surface concentration from the work function difference between a

scanned tip and the sample [293].

The final approach, anodic oxidation, encompasses a variety of techniques that use

room temperature anodic oxidation for dopant profiling [282]. In the original technique,

developed in the 1960s, the silicon wafer is placed in an anodizing solution and electrically

biased to induce oxidation. The thickness of the oxide (and the amount of silicon removed)
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is controlled by applying a constant bias (e.g. 100 V) and terminating the oxidation step

once the current reached a predetermined final value. Afterwards, the oxide is removed

in HF and the sheet resistance is measured using a conventional four point probe system.

By iterating between the oxidation and measurement steps, the resistivity profile can be

assembled. The thickness of silicon removed is controlled by the bias potential and can

be quite small, e.g. 194 Å [228]. Although the process is relatively slow, it has been

automated [294]. A more recent approach to anodic oxidation is to measure the electrical

potential while controlling the current bias, allowing the dopant profile to be measured

continuously [295]. However, this latter technique only works for p-type doping.

2.6 Temperature effects

Temperature fluctuations alter the carrier density and mobility in silicon piezoresistors,

leading to variation in electrical resistivity and piezoresistive coefficients [107, 281].

Consequently, doped silicon can be used for accurate temperature sensing as in resistance

temperature detectors (RTDs). A typical commercial piezoresistive pressure sensor has a

temperature induced resistance change equal to ten times the full-scale stressed resistance

change over a temperature range of 55◦C.

Kurtz [296] presented data and discussed the trends of the piezoresistive coefficient

(π), temperature coefficient of piezoresistive sensitivity (TCS), resistivity (ρ), temperature

coefficient of resistance (TCR) and strain nonlinearity as functions of dopant concentration.

Tufte and Stelzer [97] subsequently presented detailed measurements of these parameters

for diffused layers over a wide range of dopant concentrations (1018-1021 atoms cm−3) and

temperatures (-90◦C to 100◦C). They also showed that the piezoresistive coefficient was

relatively insensitive to the diffusion depth for a diffused layer. Kerr and Milnes [105],

showed that the surface dopant concentration could be used as an adequate proxy for the

average effective concentration in modeling the piezoresistivity of piezoresistors formed

through diffusion/predeposition.

Kurtz was the first to clearly highlight the advantages of using higher doping levels

for piezoresistors. The temperature coefficient of sensitivity decreases with increasing

surface concentration. This trend is desirable, except that increasing surface concentration
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Figure 2.40: Temperature coefficient of sensitivity (TCS) calculated at 300 K using the
Kanda, Richter, and modified Richter models for the piezoresistance factor. Experimental
data, tabulated from Refs. [98, 297, 298], indicates that the TCS magnitude decreases from
more than 1000 ppm/K to less than 30 ppm/K as the dopant concentration is increased from
1018 to 1020 cm−3. Of the three piezoresistance factor models, Kanda’s model predicts the
TCS variation with dopant concentration most acccurately at 300 K.

sacrifices the sensitivity of the piezoresistors. However, the temperature coefficient of

sensitivity rolls off faster than sensitivity with concentration. Other parameters that

decrease with dopant concentration are strain and temperature sensitivity nonlinearities

and the temperature coefficient of resistance. Some piezoresistive pressure sensor

manufacturers, such as Kulite Semiconductor Products, Merit Sensors, and GE NovaSensor

manufacture high dose piezoresistors, taking advantage of this reduced temperature

sensitivity. Ultimately, some temperature sensitivity is inevitable in silicon strain sensors

and must be compensated using a Wheatstone bridge with two or four active elements and

additional conditioning circuitry.

2.6.1 Piezoresistor sensitivity

The models we have presented for calculating the piezoresistance factor and electrical

resistivity are temperature dependent, and can be used to calculate the temperature-

dependent properties of piezoresistors. The temperature coefficient of sensitity (TCS) can
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Figure 2.41: Temperature coefficient of resistance (TCR) at 300 K as a function of
dopant concentration. Experimental data from p-type silicon resistors are plotted for
comparison [299, 300]. The TCR reaches a minimum near 5×1018cm−3before increasing
again slightly. Experimentally measured TCR data is substantially lower than predicted by
theory, and research is ongoing [299].

be calculated from the temperature dependent piezoresistance factor models as

TCS(N,T ) =
1

P(N,T )
∂P(N,T )

∂T
. (2.134)

The TCS at 300 K is calculated from the Kanda, Richter, and modified Richter models

for the piezoresistance factor (Figure 2.40). Experimental data from Refs. [98, 297, 298] is

plotted for comparison, and they agree relatively well with Kanda’s model. The magnitude

of the TCS decreases from 1000 ppm/K below 1018 cm−3 to less than 30 ppm/K above

1020 cm−3, making temperature compensation substantially easier or even unnecessary for

highly doped piezoresistors. The Kanda model is the most accurate option for modeling

the TCS of piezoresistive sensors as a function of dopant concentration.

2.6.2 Temperature coefficient of resistance

The temperature coefficient of resistance (TCR) can be calculated from (2.129) as
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α =
1
R

∂R
∂T

(2.135)

≈ 1
ρ

∂ρ

∂T
(2.136)

where α has units of 1/K and is commonly expressed as ppm/K. The TCR decreases

sharply as the dopant concentration is increased until it reaches a minimum near 3× 1018

cm−3 and begins increasing again (Figure 2.41).

An additional complication with TCR modeling is that temperature change is trans-

duced into a resistance change both electrically and mechanically. Thermal expansion

mismatches within the piezoresistive device and the surface it is mounted to transduce

temperature changes into resistance changes. Silicon has a particularly small coefficient of

thermal expansion (CTE) of about 3 ppm/K compared with most metals (e.g. 23 ppm/K

for aluminum) at room temperature. The use of a low modulus die attach material, such

as room temperature vulcanization silicone, can reduce the transmission of shear strain

between the sensor and its surroundings.

2.6.3 Piezoresistor self-heating

Self-heating is an inherent byproduct of piezoresistor operation. There are three notable

design issues with Joule heating in piezoresistors. First, performance degrades as the

piezoresistor temperature increases due to a smaller piezoresistance factor and larger

Johnson, amplifier and thermomechanical noise. Second, the maximum sensor temperature

is constrained in many applications (e.g. force probes for studying hair cells). Third, in

applications where the temperature is not constrained, the maximum power dissipation

might be constrained. Examples include operation at cryogenic temperatures and battery

powered devices.

In this section we will discuss heat transfer models for piezoresistive sensors. Using

these models, we will be able to calculate the temperature distribution of a sensor

during operation and eventually optimize designs with respect to temperature and power

dissipation constraints. First, we will provide a brief example of heat transfer in a
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piezoresistive sensor. Next, we will describe the thermal conductivity of common sensor

materials, including variation in the thermal conductivity of silicon with film thickness and

dopant concentration. Finally, we will develop models to analytically and numerically

calculate the temperature distribution within a sensor and compare the results with

experimental results.

A qualitative example

A balanced Wheatstone bridge with bridge bias of Vbridge dissipates electrical power (W )

equal to V 2
bridge/4R in each resistor. The heat is conducted away from the piezoresistor

via conduction through the sensor structure and convection into the surrounding air or

liquid. Electromagnetic radiation is typically small, on the order of a few percent even

at temperatures as high as 600◦C [301, 302].

Joule heating induces a temperature rise in the sensor structure. The magnitude of

the self-heating effect depends on the sensor geometry, the thermal conductivity of the

materials used, and the thermal properties of any surrounding fluid. Figure 2.42a illustrates

a cross-section through a pressure sensor and the approximate steady-state temperature

distribution. Power is dissipated in the two piezoresistors located at the edges of the

diaphragm. The heat is conducted away from the piezoresistors via conduction to the rim

of the sensor and via convection directly to the fluid on either side of the diaphragm (Figure

2.42b).

The temperature reaches a peak near the center of each piezoresistor and decreases

toward the center of the diaphragm and the edge of the device. The temperature decay

towards the center is due to convection; if the device were operated in vacuum then

the temperature would remain approximately constant across the diaphragm. The sharp

reduction in the slope of the temperature at the edge of the diaphragm is due to the sudden

increase in cross-sectional area available for heat conduction.

The most direct way to decrease self-heating is to simply reduce the power dissipation.

However, we’ll see in the next section (Section 2.6.4) that decreasing the power dissipation

leads to worse sensor resolution. Alternatively, the sensor design can be modified for

increased heat transfer efficiency. From a heat transfer standpoint we want to use thick films

and high thermal conductivity materials in the device, but from a mechanics standpoint
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(a)

(b)

Figure 2.42: Self-heating during piezoresistor operation. (a) Piezoresistors embedded in
a diaphragm dissipate power, which is transferred away to the edge of the device and
into its surroundings. Temperature variation with position is qualitatively plotted. The
temperature rise is substantially higher in the diapragm than the rest of the device due to
its reduced thickness. (b) The heat generated in the piezoresistor (q̇) is conducted away via
conduction through the device and convection directly into the surrounding fluid (qcond and
qconv, respectively).

we want to use thin films without any excess layers for thermal management. The

tradeoff between power dissipation, the resulting temperature increase, and piezoresistor

performance is relatively complex and we will develop the building blocks in this section.

Thermal conductivity of typical materials

Thermal conductivity (k) varies widely between the materials commonly used in piezore-

sistive sensors (Table 2.11). Note that we use k and kc to denote thermal conductivity and

the spring constant of a cantilever beam, respectively. Metals, with the exception of Ti,

conduct heat more than two orders of magnitude better than dielectrics. Silicon is a fairly

good conductor of heat, although polysilicon is much less so. Polysilicon is a much less
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Table 2.11: Thermal conductivities of materials commonly used in piezoresistive silicon
sensors. Data is accurate for lightly doped bulk samples near room temperature. Thermal
conductivity is reduced by phonon scattering at film boundaries, grain boundaries, and with
dopant atoms.

Material k (W/m-K)

Al 200
Cu 400
Ti 22
Si 142-148
Si (poly) 10-50
SiO2 1.4
Si3N4 30
Parylene 0.08

efficient conductor of heat due to phonon scattering at grain boundaries, and illustrates an

important caveat for the data in Table 2.11; thermal conductivity varies significantly with

film morphology and processing history.

In general, thermal conductivity varies significantly with film morphology and thick-

ness due to phonon scattering at film and grain boundaries. It also varies substantially

in doped silicon due to phonon scattering with ionized dopants. Finally, it varies with

temperature for all materials, and generally reaches a maximum at fairly low temperatures

(30-100 K) due to insufficient thermal energy and increasing phonon-phonon scattering at

low and high temperatures, respectively. Despite these limitations, we will use the data in

Table 2.11 for all of the materials except for silicon, which we will model in more detail.

The thermal conductivity of Al is taken from Ref. [303] while the other film properties

are taken from the reference literature [304]. We refer the reader to the literature for more

detailed models of particular materials and to Kittel for a more general introduction to solid

state physics [80].

The thermal conductivity of silicon has been studied extensively for its important to

the IC industry. While the properties of polycrystalline materials vary enormously with

processing history, the reproducibility of single crystal silicon makes it amenable to study.

The thermal conductivity of single crystal silicon depends on three factors: film thickness,

temperature, and dopant concentration.
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Figure 2.43: Silicon thermal conductivity as a function of film thickness. Data was
calculated for lightly doped (1015 cm−3) single crystal silicon using our approximate fit
to experimental data (2.137) and the more detailed model of Liu et al. (Ref. [306]). The
approximate model is accurate for devices with a lightly doped background layer operating
near room temperature.

We will use two models for the thermal conductivity of silicon. The first is derived

from the data that Asheghi et al. measured for lightly doped SOI device layers in 1997

[305]. They measured thermal conductivity as a function of film thickness, holding the

temperature and dopant concentration constant. We performed a simple first-order fit to

their room temperature (300 K) data, yielding

kSi = kbulk
tc

tc + t0
(2.137)

where t0 = 120 nm. For most devices the film thickness is the smallest dimension

and is the dominant source of phonon-boundary scattering, but the smallest dimension

of the structure should always be used in (2.137). Although this simplified model

does not account for variation in thermal conductivity with temperature and dopant

concentration, thickness is the most important source of thermal conductivity variation for

most piezoresistive devices operating near room temperature.

The second model we will use was developed by Liu et al. in 2006, and includes

temperature dependent phonon-impurity and phonon-boundary scattering [306]. Impurity
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Figure 2.44: Silicon thermal conductivity as a function of dopant concentration. Data
was calculated for a 1 µm thick single crystal silicon film at 300 K using the model in
Ref. [306]. Thermal conductivity does not drop noticeably until the dopant concentration
reaches 1019 cm−3. In most devices the piezoresistor is relatively thin and the background
dopant concentration is low, so heat transfer is relatively insensitive to the piezoresistor
dopant concentration.

scattering is calculated from the dopant concentration profile, calculated using the models

in Section 2.5. The model in Ref. [306] is fairly long and would introduce an excessive

amount of new terminology, so we will simply present the model results here and refer the

reader to the original paper and our Matlab implementation (Appendix H).

Figure 2.43 compares the bulk, approximate (2.137), and exact (Ref. [306]) thermal

conductivity models for a lightly doped (1015 cm−3) layer of single crystal silicon. Thermal

conductivity decreases noticeably for thin films: 100 nm and 1 µm thick films have 53%

and 14% lower thermal conductivities than bulk samples. The approximate and exact

models agree to within 5% over the entire thickness range. (2.137) is fairly accurate when

devices are operated near room temperature, the piezoresistor is relatively thin, and the

background dopant concentration is low.

Variation in thermal conductivity with dopant concentration is presented in Figure

2.44. Data was calculated for a 1 µm thick film at 300 K using the detailed thermal

conductivity model. Thermal conductivity does not drop noticeably until the dopant
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Figure 2.45: Silicon thermal conductivity as a function of temperature. Data was calculated
for a 1 µm thick, lightly doped (1015 cm−3) single crystal silicon film using the model in
Ref. [306].

concentration reaches 1019 cm−3. Considering that the piezoresistor is relatively thin

in most piezoresistive devices (< 30% of the device thickness) and that the background

dopant concentration far lower than 1019 cm−3, heat transfer is relatively insensitive to the

piezoresistor dopant concentration. Accordingly, (2.137) is accurate for nearly all sensors

operating near room temperature.

Thermal conductivity is plotted as a function of temperature in Figure 2.45 for a 1

µm thick, lightly doped (1015 cm−3) film using the detailed thermal conductivity model.

Temperature is a strong influence on thermal conductivity. If the temperature jumps from

300 to 400 K, either by self-heating or a high ambient temperature, the thermal conductivity

of the silicon drops by 30%. The decrease in thermal conductivity with temperature

acts as a source of positive-feedback, exacerbating self-heating effects, particularly if the

piezoresistor is biased with a current source due to silicon’s positive TCR (Section 2.6.2).

To summarize, the thermal conductivity of silicon decreases when film thickness is

reduced or the temperature is increased; dopant concentration plays a relatively minor role.

Devices that operate from 275 - 325 K can use (2.137) to calculate the thermal conductivity

with < 10% error. For larger temperature deviations the more precise model of Ref. [306]

should be employed.
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Modeling heat transfer

Temperature gradients develop in order to balance heat generation, q̇, with conductive

and convective heat transfer. Conductive heat flux, qcond = −k∇T , is proportional to

the material’s thermal conductivity and the temperature gradient through the material.

Convective heat flux, qconv = heff(T − T∞), is proportional to the effective convection

coefficient (heff) and the temperature difference between the device and surrounding fluid

(T∞).

The temperature profile, T (x), can be calculated from the steady-state heat equation,

q̇ = qconv +∇qcond [307]. For a one-dimensional problem, the result reduces to

q̇′(x) = heff(x)P(x)[T (x)−T∞]−
∂

∂x

[
A(x)k(x)

∂T (x)
∂x

]
where q̇′ is the heat generation per unit length and P is the area per unit length available

for convection (i.e. the device perimeter). If the the cross-sectional area, perimeter,

convective coefficient and thermal conductivity do not change appreciably with position

then the result simplifies to

q̇′(x) = heffP[T (x)−T∞]−Ak
∂ 2T (x)

∂x2 . (2.138)

We will solve for the temperature profile in one-dimension using the finite-difference

method and in higher dimensions using finite element analysis.

The power dissipation per unit length is q̇′(x) = 4I2Rs(x)/wc, where I is the current

flow, Rs(x) is the position-dependent sheet resistance. The sheet resistance as a function of

temperature can be experimentally measured or calculated as in Sections 2.5.6 and 2.6.2.

When the temperature increase is small the sheet resistance remains approximately constant

along the piezoresistor length and the power dissipation per unit length simplifies to W/lpr.

Convective heat transfer

Although we refer to heat transfer through the ambient fluid (e.g. air or water) as

convection, buoyancy driven convection is negligible due to the small Rayleigh number
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of most microscale devices. The Rayleigh number for free convection at a heated wall can

be calculated from

Ra =
gβ

να
(Ts−T∞)x3

where g is the acceleration due to gravity, β , ν and α are the thermal expansion

coefficient, kinematic viscosity and thermal diffusivity of the fluid, Ts and T∞ are the

temperatures of the heated surface and ambient, and x is the characteristic length of the

system. The Rayleigh number is small for most microsystems due to the strong dependence

on length; we calculated Ra = 0.1 for the piezoresistive cantilevers that we will discuss

shortly. The critical Rayleigh number for free convection, above which buoyancy driven

convection is significant, depends on the fluid but is on the order of 1000 typically.

Although free convection does not take place, conduction through the fluid can

be modeled using an effective convection coefficient. The convection coefficient can

calculated using one of two methods. The most direct method is to calculate it from the

measured thermal conductance as

heff =
G′f
P

(2.139)

where G′f is the thermal conductance from the device to the fluid per unit length and P

is the surface area per unit length exposed to the fluid [308]. A second, less direct approach

to calculating heff was presented by Hu et al. in 2008 [309],

heff =
kfS
A

(2.140)

where kf is the thermal conductivity of the surrounding fluid, S is the heat conduction

shape factor [307], and A is the total area exposed to the fluid. A major challenge with the

second approach is calculating an appropriate shape factor. However, it does provide two

important results: heff increases when the sensor is brought near a solid surface due to an

increase in S [310], and, heff scales roughly linearly with the thermal conductivity of the

surrounding fluid.



160 CHAPTER 2. PIEZORESISTOR FUNDAMENTALS

The Biot number

One-dimensional heat transfer models are sufficient when the temperature gradient within

a device cross-section is small. In other words, if thermal conduction within the device

is faster than the conduction at its interfaces then the system can be modeled one-

dimensionally. The Biot number can be calculated to determine if a one-dimensional model

can be used

Bi =
heffLc

k
(2.141)

where Lc is the characteristic length of the system, commonly defined as its volume

to surface area ratio. Like the Rayleigh number, the Biot number is exceedingly small

for most MEMS sensors, allowing them to be modeled as one-dimensional systems. For

example, Bi < 10−5 for typical piezoresistive cantilevers.

Example experimental and modeling results

The heat transfer and thermal conductivity models we have discussed in this section

were used to investigate heat transfer in piezoresistive cantilevers [302]. We were

interested in developing an accurate heat transfer model in order to enable the design of

temperature- rather than power-constrained piezoresistive sensors. Until that point in time,

most piezoresistor design optimization work either ignored Joule heating or set a power

dissipation budget that was decoupled from the device design.

But most applications are limited by temperature rise rather than power dissipation. The

power dissipation is related to the temperature rise by the thermal resistance between the

piezoresistor and ambient environment. Assuming that the cantilever cross-section scales

as [L]2 and the piezoresistor length as [L], then the conductive thermal resistance from the

piezoresistor to the silicon die scales as [L]−1. Similarly, the thermal resistance due to heat

transfer through the ambient fluid scales with the exposed surface area as [L]−2. Clearly,

power dissipation needs to scale with cantilever dimensions in order to maintain a constant

temperature rise during operation.

Figure 2.46 shows the cantilever geometry, heat transfer model and a fabricated device.

The overall length, width and thickness of the cantilever are lc, wc and tc, respectively. The
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(a) (b)

(c)

Figure 2.46: (a) The cantilever geometry and simulated power dissipation density, (b)
one-dimensional finite differences model used to calculate the temperature profile, and
(c) scanning electron micrograph of a typical cantilever used here. Reprinted from [302],
©2011 IEEE.

piezoresistor extends length lpr from the base, encompasses the full cantilever width, and

has a narrow slit to electrically isolate the loop. During operation, the resistor is electrically

biased and Joule heating power W is distributed along its length.

The cantilevers were fabricated from silicon-on-insulator (SOI) wafers [196]. Briefly,

the wafers were phosphorus doped at 800◦C via POCl3 predeposition. Subsequently

the piezoresistor and cantilever were patterned and etched, aluminum was sputtered and

patterned for electrical contacts, and the cantilever was released using deep reactive ion

etching. The dopant concentration profile was measured using spreading resistance analysis

and the electrically active surface concentration was 2×1020 cm−3.

We focused on two cantilever designs whose dimensions are summarized in Table 2.12.

The piezoresistor constitutes 90% and 59% of the total resistance for designs A and B

respectively. The piezoresistor self-heating depends primarily on the power dissipated in
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Table 2.12: Summary of the cantilever designs used to investigate heat transfer in
piezoresistive cantilevers. Calculated and experimentally determined parameters are
presented in the bottom half of the table. Experimental parameter uncertainty is presented
as µ±σ .

Design A Design B

lc (µm) 890 124
wc (µm) 10 10
tc (µm) 2 0.34
lpr (µm) 212 32

k of Si at 300K (W/m-K) 128.2 98.9
G′f (mW/m-K) 32.8±3.3 43.4±2.7
heff (W/m2-K) 1366±139 2098±131
Gbase (µW/K) 41.9±16.3 17.7±8.4
Λ (µm) 287.1±20.7 104.6±25.0

the released cantilever, so all of the power dissipation levels we will quote refer to the power

dissipated in the cantilever itself. The excess resistance was measured using the transfer

length method and is primarily due to the silicon interconnect resistance.

We calculated the temperature profile, T (x), from (2.138) assuming an isothermal

boundary condition at the silicon die (T0) and adiabatic conditions at the cantilever tip

(∂T/∂x = 0). The thermal conductance between the cantilever and die, Gbase, is finite. We

calculated k(x) using Ref. [306]. Due to the high temperatures we investigated, we used

Ref. [306] to calculate k and calculated q̇′(x) from 4I2Rs(T )/wc as discussed earlier.

There are two unknown parameters in the model (heff and Gbase), so we measured the

temperature profile of the cantilever and fit the model to the data. To fit the data, we allowed

heff (or equivalently, G′f) and Gbase to vary while using the calculated values of k and q̇′ to

minimize the sum of the squared relative temperature residuals. There are three common

temperature calibration techniques for piezoresistive silicon sensors: Raman thermometry,

TCR thermometry and IR thermometry. All three temperature measurement techniques

require calibration, whether it is the the Raman shift with respect to temperature, the resistor

TCR, or the emissivity of the device.

We used Raman thermometry to measure the temperature at discrete locations along

the length of the cantilever as in Refs. [311, 312]. The cantilever was biased to induce
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self-heating and the temperature was measured from the wavelength shift of the Stokes

peak [313]. The laser wavelength, power, and spot diameter were 488nm, 45 µW and 1

µm, respectively.

We also used a second method to estimate the average piezoresistor temperature:

TCR thermometry. For this method, we calibrated the piezoresistor TCR was calibrated

using a temperature controlled oven (Thermotron S-1.2) and small bias power (< 1µW),

allowing the average piezoresistor temperature to be calculated from subsequent current-

voltage measurements. Due to the high doping level of our diffusion-formed piezoresistors

(≈ 2× 1020 cm−3), the TCR was only 1372± 171 ppm/K (µ ± σ , N = 4 devices) and

was linear over the range of temperatures investigated. While the uncertainty of TCR-

based measurements is usually higher than Raman-based measurements, the former is

relatively quick and easy to perform once the calibration is complete and does not require

any specialize optics.

A third method, infrared microscopy, is often used to measure the temperature optically.

However, silicon is relatively transparent to infrared light and not enough light reflected off

of our thin devices (340 and 2000 nm thick) to enable accurate measurements. Raman

thermometry uses a shorter wavelength of light (e.g. 488 nm) that interacts more readily

with silicon.

Figure 2.47 plots the experimental and predicted temperature profiles for designs A

and B operating in air. The temperature reaches a maximum approximately 2
3 lpr from the

cantilever base and then decreases exponentially beyond it. The exponential decay can be

described with a thermal healing length [314]

Λ =

√
kA

heffP
.

While heff is insensitive to power dissipation, Gbase and Λ vary considerably because

they depend on k, which changes with temperature. The measured effective convection

coefficients (Table 2.12) are comparable to recent simulation results (1000-2000 W/m2-

K) [301].

The cantilever tip temperature increases linearly with power dissipation by 2.5 and 36.7

K/mW for designs A and B, respectively. The 15-fold difference in ∂Ttip/∂W is primarily
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Figure 2.47: (a-b) Comparison between Raman thermometry results and the finite
differences model over a range of power dissipations in air. Error bars represent the
standard deviation and are smaller than some of the symbols. The average model residual
for both cantilever designs is 2%. (inset) Detail of the 1.5 and 3.2 mW data for design A.
Reprinted from Ref. [302], ©2011 IEEE.

due to the difference in distance between the piezoresistor and cantilever tip between the

designs (2.4Λ vs. 0.9Λ), because the thermal conductance from the piezoresistor to the

cantilever base varies less than 20% between the designs. In cantilever designs that are

constrained by tip temperature, a shorter piezoresistor will tend to be favored during design

optimization so that the distance from the piezoresistor to the tip is as large as possible.

The thermal conductivity of water is approximate 25 times greater than that in air.
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Figure 2.48: Experimental force resolution in a 10 Hz to 10 kHz bandwidth for a
piezoresistive cantilever (design B in Table 2.12) in air and water. The force noise in
air is 76% greater than in water for the same average piezoresistor temperature increase.
(inset) Average piezoresistor temperature as a function of total power dissipation calculated
from current-voltage curves in air and water. The piezoresistor TCR was calibrated
in a temperature controlled oven in order to infer the piezoresistor temperature during
experiments. Error bars represent the standard deviation. Reprinted from Ref. [302],
©IEEE 2011.

Based upon (2.140) we would expect a corresponding increase in heff in water. We

measured the piezoresistor temperature during operation in air and water using TCR

thermometry, and the results are presented in Figure 2.48. The heff we measured in water

was approximately 59 kW/m2-K, or, about 28 times larger than the value in air. We will

generally assume heff of 2 and 50 kW/m2-K in air and water, respectively, unless otherwise

noted.

Increased heat transfer into the fluid enables greater piezoresistor power dissipation

for the same temperature rise in the sensor. As will discuss in the next section, greater

power dissipation corresponds to better sensor performance. For example, the force noise

that we measured in air was 76% greater than in water for the same average piezoresistor

temperature increase. The 28-fold increase in heff corresponds to a 5-fold decrease in the

thermal healing length, so the temperature beyond the piezoresistor decays far more quickly
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in water than in air. If the sensor resolution is compared between air and water for the same

tip temperature then the difference is even greater; for 500 µW of power dissipation (2.6 pN

in air and 2.9 pN in water), the predicted tip temperature change was 20 K in air and only

50 mK in water, a 400-fold reduction. The thermal advantage of water is slightly offset

by water’s increased density and viscosity which reduce the cantilever resonant frequency.

Both the thermal and physical properties of the fluid will be accounted for during cantilever

design optimization, and operation in water still yields better force resolution for a given

tip temperature increase when fluid damping is accounted for.

Analytical temperature approximations

The results presented in Figure 2.47 suggest that a fairly simple approach could be used

to approximate the maximum and tip temperatures in a piezoresistive cantilever. If we can

approximate the maximum temperature in the device and calculate an appropriate thermal

healing length then the temperature at any other location can be quickly calculated.

For a piezoresistive cantilever, the thermal conductance from the piezoresistor to the

cantilever base, neglecting conduction to the surrounding fluid, is

Gpr ≈
2wctck

lpr
.

If we assume that the majority of the heat is conducted to the base of the cantilever and

not directly into the fluid then

Tmax ≈W
Gbase +Gpr

GbaseGpr
.

In an ideally designed and fabricated device, Gbase→ ∞ and Tmax→W/Gpr. In reality

Gbase will always be finite, although it can be maximized by ensuring a good thermal

contact between the thin sensor region and thicker inactive region of the device.

The temperature at the tip of the device can then be calculated from

Ttip ≈ Tmaxe−(lc−2lpr/3)/Λ. (2.142)

where lc is the overall length of the cantilever and 2lpr/3 is the approximate distance
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Figure 2.49: Comparison between the measured and calculated tip temperature as a
function of power dissipation. The tip temperature was calculated from (2.142) using
the experimentally measured parameters in Table 2.12. The residual error between the
simplified model and experimental data is < 10%.

from the base of the device where the maximum temperature occurs.

Figure 2.49 compares the approximate tip temperature calculated from (2.142) and the

experimental data. The agreement between the simplified model and experimental data is

excellent (residual error < 10%) and we will occasionally use this simplified model during

design optimization in order to quickly determine an approximate design.

In summary, we have developed and validated thermal models for calculating the

temperature increase of piezoresistive sensors due to Joule heating. Self-heating is an

important consideration for the design of force probes, particularly those intended for

biological force measurements. Thermal modeling is incorporated into the numerical

cantilever optimization code that will be discussed shortly.

2.6.4 Power dissipation and measurement resolution

Piezoresistor power dissipation affects device performance in a number of ways. Consider

the force resolution of a piezoresistive cantilever (2.98). Ignoring thermomechanical and

amplifier noise for the sake of simplicity, and because they do not limit measurement
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resolution in most applications, the MDF is

MDF =

√
V 2

J +V 2
H

SFV

=

√
4kbTprR( fmax− fmin)+αV 2

bridge ln( fmax/ fmin)/2Neff

3Vbridge(lc− lpr/2)πmax
L γβ ∗/2wct2

c
(2.143)

where we emphasize that Tpr is the average piezoresistor temperature. Rewriting the

resolution in terms of power dissipation rather than bridge bias by using the fact that W =

V 2
bridge/4R yields

MDF =

√
kbTpr( fmax− fmin)/W +α ln( fmax/ fmin)/2Neff

3(lc− lpr/2)πmax
L γβ ∗/2wct2

c
. (2.144)

The only term in (2.144) that depends on the power dissipation is Johnson noise.

Increasing the power dissipation without changing any other design parameters, by

increasing the bridge bias for example, will reduce the MDF as 1/
√

W . Several earlier

design optimization studies have made this observation [75, 202, 315], but is more power

dissipation always good?

One important simplification in (2.144) is that self-induced Joule heating is ignored;

piezoresistor temperature is independent of power dissipation. But we know that a higher

piezoresistor temperature corresponds to increased Johnson noise and decreased sensitivity.

We can simplify (2.144) by defining constants:

c1 = kb( fmax− fmin)

c2 = α ln( fmax/ fmin)/2Neff

c3 = 3(lc− lpr/2)πmax
l γβ

∗/2wct2
c

to obtain

MDF =

√
c1Tpr/W + c2

c3
. (2.145)
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Table 2.13: Typical model parameters for our power dissipation analysis.

Parameter Units Description Typical Value

c1 - Hooge noise 10−12

c2 J/K Johnson noise 5.5×10−18

c3 V/N-V Sensitivity 105

c4 W/K Thermal conductance 2×10−6

c5 1/K TCS −1.2×10−3

T0 K Ambient temperature 300

The temperature coefficient of resistance for the resistor isn’t explicitly included in

(2.145) here because the problem is formulated in terms of W ; the problem can be

formulated in terms of Vbridge in order to explicitly include the TCR.

But force resolution depends on piezoresistor temperature. As the piezoresistor tem-

perature increases, the Johnson noise increases while the piezoresistance factor decreases.

We can add thermal coupling to the model with these two refinements:

Tpr = T0 +W/c4

SFV = c3Vbridge(1+ c5Tpr)

where c4 is the thermal conductance from the piezoresistor to the ambient, which

is fixed at temperature T0. For our particular example of a piezoresistive cantilever,

considering only thermal conduction along the length of the cantilever, the thermal

conduction coefficient is approximately

c4 = 2wctck/lpr.

The final coefficient, c5, is the temperature coefficient of sensitivity (TCS) and accounts

for the reduction in piezoresistance factor with increasing temperature. We assume a

TCS of -1300 ppm/K (Figure 2.40), representative of a piezoresistor doped to about

1019 cm−3 [298].
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Figure 2.50: Simplified numerical model results for the (a) minimum detectable force and
(b) average piezoresistor temperature as a function of power dissipation.

Substituting these new parameters into (2.145) yields

MDF =

√
c2 + c1/c4 + c1T0/W

c3(1+ c5T0 + c5W/c4)
. (2.146)

Numerical evaluation of (2.146) using the parameters in Table 2.13 reveals that

resolution does not vary monotonically with power dissipation. Figure 2.50a shows the

calculated force resolution from this simple numerical model. For low powers, when Tpr is
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close to T0, the force resolution improves as 1/
√

W and a minimum is reached at 2.58 mW,

corresponding to Tpr = 436K and Fmin = 2 pN.

But above a critical power dissipation the temperature begins to take off (Figure 2.50b).

The transition begins when W ≈ c4T0/2 and the transition rate with respect to power

depends on the magnitudes of c4 (∂Tpr/∂W ) and c5 (∂SFV/∂Tpr).

This relatively simple model captures the behavior of more complete piezoresistive

sensor performance models that include thermomechanical noise, amplifier noise, and more

accurate temperature modeling. Ideally, the power dissipation would be chosen to reach

the minimum of (2.146). But in applications where the maximum temperature needs to be

limited to avoid damaging the sample, design optimization strives to get as close as possible

to the curve minimum without exceeding the temperature constraint.

In summary, there are two regimes for ∂MDF/∂W ; when the cantilever is operated near

ambient temperature performance improves with power as 1/
√

W , but if the piezoresistor

temperature gets too far above the ambient then performance rapidly degrades. The power

dissipation at which the performance transitions depends on the ambient temperature. If

the ambient temperature is low (e.g. 300 mK in a helium cryostat) then the optimal power

dissipation will be far smaller than if the same sensor were operated at room temperature.

This analysis bridges the gap between previous analysis that indicated higher piezore-

sistor power dissipation was always favorable [75, 202, 315] and the deleterious perfor-

mance at high power dissipation levels that researchers have observed [316]. Regardless of

the cantilever operating regime, increasing the thermal conductance from the piezoresistive

sensor (e.g. operating in a higher thermal conductivity fluid) leads to better performance

unless power dissipation is tightly constrained.

2.7 Design optimization

Tradeoffs are fundamental to piezoresistor design because changing a single design param-

eter affects sensor performance in several ways. Consider one of the most important design

parameters, the peak dopant concentration of the piezoresistor. Increasing the dopant

concentration reduces the noise of the piezoresistor (Section 2.4.1) but also decreases

its strain sensitivity (Sections 2.2.2 and 2.4.2). Increasing the dopant concentration also
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Table 2.14: Design matrix showing the effect of design parameter changes on sensor
performance. As the indicated design parameter increases (while the other parameters
are held constant), the observed parameters increase (↑), decrease (↓), or do not change
substantially (-). The observed parameters are the displacement sensitivity (SXV), force
sensitivity (SFV), 1/f noise (VH), Johnson noise (VJ, power dissipation (W ), maximum
temperature increase (∆Tmax), resonant frequency ( f0) and stiffness (k). Design parameters
common to all fabrication methods are described first, followed by predeposition-, ion
implantation-, and epitaxy-specific parameters. l, w, and t are the overall sensor length,
width and thickness while lpr, wpr and tpr are the piezoresistor length, width and thickness.
Vbridge is the bridge bias voltage. n and tpr are the dopant concentration and piezoresistor
thickness of the epitaxial piezoresistor. Tdiff and tdiff are the predeposition temperature
and time. nimplant and Eimplant are the ion implantation dose and energy, while

√
Dt is the

diffusion length of the post-implantation anneal. Adapted and extended from [24].

SXV SFV VH VJ W ∆Tmax f0 k
(V/m) (V/N) (V/

√
Hz) (V/

√
Hz) (W) (K) (Hz) (N/m)

lc(m) ↓ ↑ - - - - ↓ ↓
wc(m) - ↓ - - - ↓ - ↑
tc(m) ↑ ↓ - - - ↓ ↑ ↑
lpr(m) ↑ ↑ ↓ ↑ ↓ - - -
wpr(m) - - ↓ ↓ ↑ ↑ - -
Vbridge (V) ↑ ↑ ↑ - ↑ ↑ - -

Nepi (cm−3) ↓ ↓ ↓ ↓ ↑ ↑ - -
tpr (m) ↓ ↓ ↓ ↓ ↑ ↑ - -

Tdiff (◦C) ↓ ↓ ↓ ↓ ↑ ↑ - -
tdiff (min) ↓ ↓ ↓ ↓ ↑ ↑ - -

Nimplant (cm−2) ↓ ↓ ↓ ↓ ↑ ↑ - -
Eimplant (keV) ↓ ↓ - - - - - -√

Dt(m) ↓ ↓ ↓ ↓ ↑ ↑ - -

has secondary effects that don’t directly impact resolution but are important for most

applications. Increased dopant concentrations yield reduced temperature coefficients of

sensitivity and resistance (Sections 2.6.1 and 2.6.2) but increased power dissipation and

self-heating (Section 2.6.3). Table 2.14 summarizes the effect of individual parameter

changes on several of the most important measures of sensor performance.

The tight coupling between the design parameters in Table 2.14 makes piezoresistor

design non-trivial. Design is further complicated because piezoresistors are simultaneously
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mechanical, thermal and electronic devices, so multiple interconnected models are required

to accurately predict device performance. A final challenge is that designs typically need

to be constrained in some way, either in the maximum spring constant for a contact mode

scanning probe or the maximum temperature rise of a catheter pressure sensor. In this

section we’ll discuss the methods that can be used to optimize piezoresistive sensors; in the

following chapter we will apply them to force probe design.

Design optimization refers to selecting the best available design from a set of

alternatives given a complex set of fabrication and operating constraints. There are three

important concepts in design optimization: optimality, parameters, and constraints.

Optimality can be defined in a variety of ways depending on the application. A force

sensor for scientific research might be optimized to minimize the force noise irrespective

of cost or other constraints, while a commercial pressure sensor might aim to minimize the

die area while meeting minimum performance requirements [317]. The first step in design

optimization then is to define a goal that can be minimized or maximized. The goal should

be a smooth and continuous function that can be computed from the design parameters that

define the sensor.

Parameters define the size and shape of the piezoresistive sensor. Examples include the

overall sensor dimensions, piezoresistor dimensions, ion implantation dose and bridge bias

voltage. The size of the design parameter set should be minimized while completely and

uniquely defining the device design; in other words, the design parameter set should span

the device design space. As the size of the design parameter set increases, the complexity

and computational cost of design optimization increases. Accordingly the size of the design

parameter set should be minimized; 5 to 20 parameters is typical. As in the case of

the optimization goal function, the design parameters should be smooth and continuous

to simplify the optimization process. Both analytical and numerical techniques rely on

computing the gradient of the goal function with respect to the design parameters, and

while discontinuous goals or parameters can be used if absolutely necessary, they generally

add unnecessary complexity and can be rewritten using constraints.

Constraints define the range of design parameter values that are physically realizable.

Constraints come in two varieties: parameter constraints and computed constraints.

Parameter constraints apply directly to the design parameters; minimum and maximum
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dimensions for the piezoresistor or Wheatstone bridge bias voltage. Parameter constraints

simply limit the range of realizable design parameters. However, combinations of the

design parameters are often important. For example, the sensor stiffness depends on all

of the sensor dimensions, so cannot be written as simple bounds on each of the parameters,

which is unfortunate because simple bounds (or box constraints) are far simpler to handle

in numerical optimization [318]. Computed constraints can be nonlinear and can be either

inequality or equality constraints, and can be handled by both analytical and numerical

design optimization techniques. While some design parameters are flexible and can be

modified during the design process (e.g. dopant concentration), others are constrainted to

predetermined values (e.g. measurement bandwidth, contact via size); parameters that are

constrained to a single value can either be excluded from the entire optimization process or

constrained with the lower and upper bounds set to the desired value.

Device designs can be optimized either analytically or numerically. Both approaches

strive to find the combination of design parameters that achieve optimal performance

while respecting design constraints. Both methods operate by finding a combination of

design parameters where the gradient of the optimization goal, ∇ f (x), approaches zero

and the Hessian, ∇2 f (x), is either positive or negative depending on whether a minimum

or maximum value of the performance function is desirable. In this syntax, f (x) may be

the MDF while the vector x defines the device design parameters. In analytical methods

we symbolically manipulate the device design equations to find parameter combinations

where ∇ f (x)→ 0, while in numerical methods we utilize a computer to help us in the task.

The analytical optimization of piezoresistive devices has been reported numerous times

with varying degrees of model complexity [75,194, 319,320]. As an example of analytical

optimization, consider the force resolution of a piezoresistive cantilever. Beginning from

(2.143), which neglects piezoresistor self-heating, amplifier noise, and thermomechanical

noise, the MDF can be written as

MDF =

√
4kbTprR( fmax− fmin)+αV 2

bridge ln( fmax/ fmin)/2Neff

3Vbridge(lc− lpr/2)πmax
L γβ ∗/2wct2

c
.

In the case of an epitaxial device, we can make the following simplifications
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R = 4lpr/qµnwctpr

N = nlprwctpr

β
∗ = P(1− tpr/tc)

P = log10(1.53×1022/n)0.2

where β ∗ for epitaxial piezoresistors was derived earlier in (2.122) and we are using

Harley’s empirical fit for the piezoresistance factor presented earlier in (2.26). Further,

we’ll assume the γ ≈ 1 for simplicity, although in reality it varies with R.

After making these substitutions, the final expression for the MDF is

MDF =

√
16kbTprlpr( fmax− fmin)/qµnwctpr +αV 2

bridge ln( fmax/ fmin)/2nlprwctpr

3Vbridge(lc− lpr/2)πmax
L log10(1.53×1022/n)0.2(1− tpr/tc)/2wct2

c
. (2.147)

In order to analytically optimize the device design the next step would be to calculate

the gradient of the MDF with respect to the design parameters. This is by no means a simple

task, although the process can be simplified by recognizing certain parameters (e.g. wpr,

Vbridge) that should be as large or as small as possible. We refer the reader to Harley et al

[75] for a complete design optimization of epitaxial piezoresistive cantilevers for constant

power dissipation operation.

The fundamental problem with analytical optimization is one of complexity. Even

(2.147), while unwieldy, is a simplified device model that neglects Joule heating, amplifier

and thermomechanical noise, and all forms of design constraints. Probably most impor-

tantly, the approach does not extend to diffused or ion implanted piezoresistors, where

simple expressions for R, β ∗ and N are not easily obtained. Other aspects of device design,

such as dynamics when operating in liquid, can not be included in this approach either.

Fortunately, numerical optimization methods do not suffer from these limitations and can

be implemented in a very user friendly fashion.

Numerical optimization evaluates the goal function and its gradients numerically in

order to automatically find the design optimum. Consider f (x) and an initial set of design

parameters, x = (x1,x2, ...,xn). Starting from this initial design, we can calculate the
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(a)

(b)

Figure 2.51: Examples of (a) convex and (b) non-convex optimization problems. In (a),
a single global optimum exists and the same result will be obtained whether x1 or x2 is
used as the optimization starting point. However, piezoresistive optimization is not usually
a convex problem, and many local optima exist. In (b), the optimizer will return different
results depending on whether it starts from x3 or x4. The solution to this problem is seeding
the optimizer with several randomly generated starting points.

gradient, ∇ f (x) = (∂ f/∂x1,∂ f/∂x2, ...,∂ f/∂xn, with respect to the design parameters.

We can then decrease f (x) by moving along the directions where ∂ f/∂xi < 0. By taking

a step in the direction where the gradient is most negative, recalculating the gradient and

iterating, we will eventually find a point where ∇ f (x)→ 0. The gradient can be zero at

minima, maxima, and saddle points, so the Hessian, ∇2 f (x), is used to determine the nature

of the inflection point. The search direction (p), step length (α), and handling of constraints

varies between optimization methods.

Numerical optimizers can either calculate the gradient at each iteration or use a

provided value. Allowing the optimizer to calculate the gradient numerically is slower

but allows more complex models to be used and is necessary for piezoresistors fabricated

by either predeposition or ion implantation. The numerical optimizer estimates the gradient

and Hessian by calculating the change in f (x) for small changes in x. The optimizer will

need to calculate f (x) up to 2n times for each step (potentially less if any constraints are

active), where n is the number of design parameters. Thus our emphasis on calculation

speed in the selection of device models (e.g. ion implantation modeling in Section 2.5.3).
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Figure 2.52: Numerical optimizer operation. Several sensor designs are randomly
generated and optimized until each converges. The non-convex nature of the problem is
handled by optimizing randomly generated designs until several of them converge to the
same solution. Reprinted from Ref. [315], ©2009 AIP.

Although optimization is conceptually straightforward, there are numerous practical

difficulties ranging from large scale and non-convex problems to stochastic and multi-

objective problems. For example, optimization problems are convex if ∇2 f (x) > 0 for

all x [321]. If the problem is non-convex then multiple minima will exist (Figure 2.51).

Piezoresistor design is non-convex [315], so piezoresistive sensor optimization techniques

will occasionally find local minima that are not the global minimum.

Although the problem is not strictly convex, the global optimum can reliably be

found by starting from many random initial guesses until multiple iterations converge to

within a small tolerance. Typical optimizer operation is illustrated in Figure 2.52. Three

piezoresistive cantilever designs are randomly seeded to start the process. The initial

designs are randomly generated assuming a uniform probability density function for each

parameter between its upper and lower bounds. At each iteration, the optimizer evaluates

the gradient and Hessian matrices and chooses a step direction that would improve the

design performance (e.g. minimizing the MDF). The MDF generally decreases every

iteration, unless the optimizer runs into a constraint, in which case it may need to briefly
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Figure 2.53: Numerical optimizer convergence statistics. The global optimum is found
99.3% of the time in the case of an epitaxial piezoresistor. Running the optimizer with
randomly generated designs until three of them converge to the same result ensures that the
global optimum is missed less than once every million runs.

increase the MDF. All three initial designs reach the same result and the performance

improves up to four orders of magnitude compared with the initial, randomly generated

designs.

The statistics of the numerical optimizer are presented in Figure 2.53. The optimizer

finds the global optimum 99.3% of the time in the case of an epitaxial piezoresistive

cantilever. The other 0.7% of the time it finds a local optimum which is slightly inferior

to the global optimum. By running the optimizer with randomly generated designs until

several of them converge to the same result the global optimum can reliably be found. For

example, if the optimizer misses the global optimum 0.7% of the time, waiting until three

optimization runs converge to the same result ensures that the global optimum is missed

less than once every million runs.

We won’t go into numerical design optimization much further than this, instead relying

on widely available optimizer implementations, but we refer the reader to Nocedal and

Wright [322] for a comprehensive treatment of numerical optimization. We use the

interior-point method with the gradient approximated by finite-differences and Quasi-

Newton Hessian updates as implemented by fmincon in the Matlab Optimization Toolbox
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(Mathworks, Cambridge, MA). Open source alternatives are available as well, including

one in SciPy, an alternative to Matlab. Optimization typically takes less than a minute for

the analysis models presented in this work.

Numerical optimization has been used by several other piezoresistor research groups.

Researchers at Bosch have presented several numerical optimization techniques for

piezoresistive accelerometers [317, 323]. The Bosch researchers used gradient-based

optmization algorithms to find local optima while they used genetic algorithms to aid in

finding the global optimum. We will use gradient-based methods, but rather than using

genetic algorithms, we will generate randomized seed designs in order to find the global

optimum.

Their 2010 paper [317] addresses some of the practical issues with numerical optimiza-

tion that we did not have room to discuss in our 2009 paper [315]. Most notably, they

discuss parameter scaling in detail. In brief, the wide variation in design parameter scale

(e.g. tpr = 10−7 m while n = 1020 cm−3) makes it difficult for the optimizer to choose an

appropriate step size for gradient evaluation. To address this issue, we scale the design

parameters to O(1) at every point in the process where the optimizer needs to choose a step

direction and step length. Our optimizer implementation at the time of thesis publication

is reproduced in full in Appendix H. The optimizer is fully integrated into the cantilever

modeling code base, so that the electrical, mechanical and thermal models discussed in this

chapter are properly accounted for.

2.8 Practical notes

Before moving on to the particular case of designing a force probe in the next chapter, there

are a few general issues with piezoresistors that are worth describing.

2.8.1 Wafer selection

Piezoresistive sensors are typically fabricated by bulk micromachining so require the use

of double-side polished wafers to allow both front- and backside-patterning. Silicon-on-

insulator (SOI) wafers are often the preferred wafer option because the buried SiO2 layer
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can be used for a reliable etch stop and electrical insulation. The sensor thickness can

be controlled fairly tightly in SOI wafers as well, although they are more expensive than

double-side polished wafers. Although most piezoresistive sensors are bulk microma-

chined, surface micromachined sensors are becoming more popular. Single crystal silicon

membranes can be surface micromachined using the porous silicon process [324, 325],

enabling the pre-CMOS fabrication of piezoresistive pressure sensors.

SOI wafers come in two varieties: bonded and etched-back SOIs (BESOIs) and

ion implantation-based SOIs. Although there are several books on SOI fabrication

techniques [326, 327], we are providing a brief summary here with emphasis on issues

for piezoresistive sensors.

BESOI wafers are fabricated by bonding a wafer to an oxidized handle wafer and

thinning the bonded wafer to the desired device layer thickness through grinding and

chemical mechanical planarization (CMP). Variation in the BESOI device layer thickness

is typically 0.5 µm or more. Accordingly, they are typically used for device layers more

than 1 µm thick due to the strong thickness dependence of sensor mechanics and sensitivity.

Thinner device layers, used for high performance sensors and fully depleted ICs, require

an alternative fabrication method. Rather than polishing back the bonded wafer, a thin

layer of oxygen (e.g. the SIMOX process) or hydrogen (e.g. the Smart Cut process) is ion

implanted into the oxidized device wafer before it is bonded to the handle wafer. Annealing

the bonded wafer stack forms either a buried oxide (SIMOX) or a weakened layer that

allows the device layer to be mechanical cleaved before a final CMP cleanup step (Smart

Cut). In either case the thickness of the device layer is set by the projected range of the

implanted ions so only relatively thin device layers can be formed (e.g. < 500 nm thick).

Thickness control is excellent with 3σ thickness variation on the order of 30 nm or less.

Particular care should be taken in the selection of SOI vendor when fabrication

piezoresistive sensors, because contamination during the fabrication process can lead to

buried impurity layers that intefere with piezoresistor operation. Nafari et al. investigated

wafers from three SOI manufacturers and found boron contamination with wafers from

one of them [328]. At least one researcher experienced boron contamination from the

same vendor, which shorted out the piezoresistors on his wafers and required another

fabrication run to be performed [329]. Nafari et al. recommend ensuring that the SOI
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Figure 2.54: Example of dopant-induced lattice strain leading to device curvature. The high
dopant concentration near the device surface, which maximizes piezoresistor sensitivity
(β ∗) leads to a strain gradient through the device thickness.

vendor oxidizes both the device and handle wafer, using the highest possible background

dopant concentration and maximizing the device thickness to avoid contamination issues

near the BOX. Wafer quality can be verified by either SIMS or SRA before committing a

batch of wafers.

2.8.2 Dopant-induced lattice strain

Piezoresistive sensors tend to be thin, making them more susceptible to residual strain

induced bending. Bending can be caused by a residual strain or strain gradients within

silicon, dielectric or metal layers on the sensor. Strain in sputtered films can be minimizing

by careful process development, and strain gradients in the device layer itself can be

minimized through a long, high temperature anneal [330]. We typically use a 20 hour,

1100◦C anneal in an inert atmosphere to reduce strain and strain gradients in SOI wafers

and have observed a noticeable curvature reduction in released cantilevers.

Dopant atoms can add residual strain to the device as well. The addition of smaller
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or larger dopant atoms to the crystal lattice will induce tensile or compressive strain,

respectively. Boron (0.88Å) and phosphorus (1.10Å) are both smaller than silicon (1.17Å)

while arsenic (1.20Å) is slightly larger. Numerous researchers have measured the strain

induced by the addition of dopants to the silicon lattice and have observed a linear reduction

in average lattice constant with increasing dopant concentration for boron and phosphorus.

The lattice strain can be calculated from

ε = β1n (2.148)

where n in this case is the total, not just electrically active, dopant concentration and

β1 is the lattice contraction coefficient. Celotti et al. measured contraction coefficients of

4.5×10−24 cm3 and 1.8×10−24 cm−3 for boron and phosphorus, respectively, via X-ray

diffraction (XRD) rocking curves [331]. Lee et al. measured the contraction coefficient for

phosphorus doping via micromachined mechanical test structures and XRD and inferred

a contraction coefficient of 4.5× 10−24 cm−3 [332]. McQuhae and Brown measured

contraction coefficients of 5.2× 10−24 and 1× 10−24 cm−3 for boron and phosphorus,

respectively, via measurements of wafer curvature [333].

We fabricated thin piezoresistive cantilevers using POCl3 predeposition and also

observed substantial lattice strain (Figure 2.54). The dopant concentration gradient within

the device (i.e. β ∗ > 0) is essential to the operation of piezoresistive devices but directly

induces an accompanying strain gradient. By measuring the tip deflection of cantilevers

with varying lengths we inferred a lattice contraction coefficient of 4×10−24 cm−3 (Figure

2.55). Our measurement technique was based upon the concentration of electrically active

dopants rather than their total concentration, but the results are inline with the other data.

We will use the data from Celotti et al. in calculating the curvature or boron and phosphorus

doped piezoresistive sensors.

Lattice strain is important for the design of our thin force probes, so we will briefly

go over the theory here. Hubbard and Wylde investigated residual strain effects in

micromachined cantilever beams and presented analytical theory for calculating bending

for arbitrary strain profiles [334]. We assume that no additional films are present on the

sensor where the piezoresistor is located and that the dopant concentration profile, n(z), is
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Figure 2.55: Example experimental cantilever bending results. The entire length of the
cantilever was doped via POCl3 inducing uniform bending along its length.

known. Using the concentration profile we can calculate the stress profile,

σ(z) = Eε(z) = Eβ1n(z),

and calculate the corresponding centroid of the stress distribution as

z̄ =
∫ tc

0 zσ(z)dz∫ tc
0 σ(z)dz

where the origin of the coordinate system is at the bottom of the sensor. We can treat

the beam as a bilayer structure with the interface between the two layers located at z̄. The

layer thicknesses are

t1 = tc− z̄

t2 = z̄

where layer 2 is at the bottom of the cantilever beam, nearest to the origin. The average

axial stress of each layer is
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σ1 =
1
t1

∫ tc

t2
σ(z)dz

σ2 =
1
t2

∫ t2

0
σ(z)dz

and the centroid of the stress for each layer is

z̄1 =

∫ tc
t2 zσ(z)dz∫ tc
t2 σ(z)dz

z̄2 =

∫ t2
0 zσ(z)dz∫ tc
0 σ(z)dz

.

We can calculate the equivalent moment induced by each layer about the z̄ from

M1 = σ1t1w(z̄1− z̄)

M2 = σ2t2w(z̄− z̄2)

where w is the width of the cantilever beam. The curvature of the beam can be

calculated, assuming Euler-Bernoulli beam theory and small angular deflections, from

C =
M1 +M2

EI

where we note that term cancellation makes the curvature independent of the beam

width and elastic modulus. The curvature can be translated to angle and deflection from

θ(x) =
∫ x

0
C(x)dx (2.149)

v(x) =
∫ x

0
θ(x)dx. (2.150)

where x is the distance from the base of the cantilever. Note that C(x) = 0 beyond the
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end of the piezoresistor or any other doping so that θ(x> lpr) = θ(lpr). The deflection at the

tip of the cantilever beam, assuming that it is doped along the entire length, is Cl2
c/2. The

tip deflection is inversely propotional to the bending rigidity of the beam, so dopant-stress

becomes less of an issue as the sensor thickness increases.

Dopant-induced bending can be minimized by minimizing the dopant concentration,

maximizing the bending rigidity of the sensor, minimizing the area that is doped, or adding

a stress compensation film. Modifying the dopant concentration or bending ridigity are

usually sub-optimal solutions, and if the area that is doped is already limited to just the

piezoresistors then the only option if bending remains an issue is to add a compensation

film. Dopant stress can be compensated by adding a film with compressive (for boron or

phosphorus doping) or tensile (for arsenic doping) stress directly above the piezoresistor.

The ideal compensation material would have a low elastic modulus, high residual stress,

and could be deposited with minimal additional thermal budget so that only a thin layer

would be necessary and it would negligibly affect the sensor mechanics or electrical

properties.

The thickness of a compensation film can be determined by calculating the sum of the

moments at any point on the sensor from

∑M = ∑
i

∫
(zi− zn)σidA (2.151)

where i is the film number and zn is the neutral axis of the device cross-section about

which the moments are calculated. If thickness of the compensation film (tcomp) is much

less than the thickness of the silicon (tc), then we can approximate the neutral axis as

zn = tc/2. Assuming that the compensation film has been chosen to ensure a flat sensor

we can assume that the bending stress, E(z− zn)/R is negligible, simplifying the analysis

considerably.

We assume that the stress profile in the silicon is an arbitrary function of depth, σ(z) =

Eε(z), while the stress in the compensation film is a constant value, σcomp. Expanding

(2.151),

0 =
∫ tc

0
(z− zn)σ(z)dz+

∫ tc+tcomp

tc
(z− zn)σcompdz.
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Figure 2.56: Variation in piezoresistor sheet resistance with surface material removal. SOI
samples were doped with phosphorus predeposition at 775◦C for 25, 35 and 40 minutes
and initial sheet resistance measurements were performed. The samples were subsequently
coated with LPCVD SiO2 at 300-400◦ for 20-60 minutes. Surface material removal
was calculated by measuring the thickness of the SOI device layer before and after the
deposition step via ellipsometry.

We can continue to expand the result in order to obtain

t2
comp

(
σcomp

2

)
+ tcomp

(tcσcomp

2

)
+
∫ tc

0
(z− tc

2
)σ(z)dz = 0, (2.152)

which can be solved using the quadratic equation and taking the positive solution for

tcomp. For the force probes developed in this thesis, a compensation film was considered but

not ultimately used. Instead, doping was confined to the relatively short piezoresistor at the

base of the beam so that the static tip deflection from dopant stress was finite but relatively

small. The first generation of force probes that were designed and fabricated, discussed in

Appendix F, doped the cantilever beam along its entire length, resulting in much greater

curvature and nonlinear mechanics.
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Figure 2.57: Variation in sheet resistance with reactive ion etching damage. Silicon
resistors released from the BOX by a backside RIE step (orange) exhibited much higher
resistances and variability than their on-chip counterparts (blue) that were not released.
The increased resistance and mismatch lead to reduced performance. Switching to an HF
vapor release step alleviated this problem.

2.8.3 Piezoresistor surface damage

In addition to being prone to strain effects, thin piezoresistive sensors are prone to surface

damage during wafer processing. The sheet resistance of shallow piezoresistors can vary

substantially during processing due to surface oxidation or damage. For example, LPCVD

deposition of SiO2 at 300-400◦C usually oxidizes 5-10 nm of surface silicon. The slight

reduction in thickness can affect both the mechanics and electrical properties of thin

sensors. The sheet resistance and number of carriers are particularly prone to processing

variation because the most highly doped silicon is generally located at the top surface of

the wafer.

Variation in sheet resistance with surface oxidation can be experimentally measured

and modeled (Figure 2.56). Wafers were doped with POCl3 predeposition at 775◦C for 25,

35 and 40 minutes and initial sheet resistance measurements were performed. The samples

were subsequently coated with LPCVD SiO2 at 300-400◦C for 20-60 minutes. The changes

in silicon thickness were measured via variable angle spectroscopic ellipsometry. Thin SOI

device layers (300nm in this case) transmit enough light to enable optical measurements
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of thickness, enabling the measurement of uniform changes in device layer thickness.

The circles correspond to experimental data and the solid lines correspond to predictions

obtained by calculating the theoretical dopant concentration and removing material from

the surface. Although only several nanometers of material was removed during each step,

the impact can be substantial when the piezoresistor is thin. Arlett reported a 25% sheet

resistance increase from the deposition and patterning of a passivation PECVD oxide layer,

corresponding to 12 nm of removed material from her 60 nm thick epitaxial piezoresistors

[335].

A second source of electrical variation in thin piezoresistors can come from surface

damage during reactive ion etching. We fabricated piezoresistive cantilevers from SOI

wafers and released them from the BOX using a CHF3/O2 plasma. Despite the low nominal

silicon etch rate of the process (28 Å/min), the resistors located on the cantilevers increased

substantially compared to their temperature compensation counterparts located further back

on the silicon die (Figure 2.57).

Changes in piezoresistor electrical properties during wafer processing can be mitigated

in two ways. First, the impact of surface damage is inversely proportional to the

piezoresistor thickness. Thicker sensors are less sensitive to process variation than their

thinner counterparts in general, with the tradeoff being slightly worse performance. The

second approach to limiting surface damage is to eliminate the damaging steps from the

process. For example, sensors can be released from the SOI BOX using HF vapor rather

than RIE in order to avoid problems with etch selectivity and the deposition of passivation

polymer. Surface oxidation is more challenging to control, but atomic layer deposition

(ALD) is a promising option for the deposition of thin nitride- or oxide-based surface

passivation films at low temperature.

2.8.4 Lateral dopant diffusion

Throughout this chapter we have neglected the lateral diffusion of dopants during fab-

rication. Lateral diffusion results in the actual piezoresistor dimensions not matching

the dimensions on the lithographic mask as illustrated in Figure 2.58. Lateral diffusion

becomes a problem as the piezoresistor dimensions approach the dopant diffusion length
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(b)

(a) Piezoresistor

Background

Depletion

(c)

Figure 2.58: Lateral dopant diffusion effects. In this example, a piezoresistive loop is
formed via phosphorus diffusion through an oxide mask. (a) If the piezoresistor dimensions
are much larger than the dopant diffusion length then there is negligible error in using the
lithographic mask dimensions to model the device. (b) As the piezoresistor dimensions
decrease, the effective piezoresistor dimensions can become significantly larger than its
nominal dimensions. Additionally, the device width is limited by the size of the depletion
regions. (c) The extra materal around the piezoresistor can be etched away after doping in
order to control its dimensions and enable further reductions in device size.

(Figure 2.58b). A larger than intended piezoresistor results in a lower sheet resistance,

more carriers in the piezoresistor and a greater risk of the depletion regions coming into

contact than expected.

Consider a phosphorus predeposition process that yields a phosphorus saturated layer

that is 50 nm thick, a junction depth of 300 nm and depletion regions that are 1 µm wide.

For simplicity we will assume that the lateral and vertical dopant diffusion lengths are

equal [236]. In reality, the lateral diffusion length can be significantly greater than expected

due to oxidation enhanced diffusion and surface defects. For example, a four-fold greater

lateral diffusivity than expected has been reported [336].

If each leg of the piezoresistor were 30 µm across then the error from lateral diffusion

would be negligible (2 x 50 nm / 30 µm = 0.3%). If the device dimensions were reduced

to a nominal piezoresistor width of 1 µm then there would be significant error between
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the nominal and effective piezoresistor width (2 x 50 nm / 1 µm = 10%). Furthermore, the

minimum spacing between the two legs of the piezoresistor would be roughly 5 µm in order

to allow a 2 µm gap between the two depletion regions. This is a particularly important

issue for designing sub-micron piezoresistive sensors.

Even if the depletion regions that surround each leg of the piezoresistor do not come

into contact (punchthrough), electrical current leaks across the reverse biased pn junctions.

If the piezoresistor is designed with a high impedance (e.g. > 100 kΩ) then the junction

leakage can appreciably affect the piezoresistor electrical properties. The current that leaks

from the piezoresistor to the substrate ground (or between the piezoresistor legs if the

substrate is left floating) will reduce the sensor sensitivity, while carrier generation and

recombination can increase the piezoresistor noise [337]. For example, Harjee observed a

four-fold reduction in piezoresistor 1/f noise when the gap between two piezoresistor legs

was etched away [329].

These issues can be eliminated by etching away the material that surrounds the

piezoresistor (Figure 2.58c). The etch step both defines the lateral dimensions of the

piezoresistor and eliminates the current leakage and noise issues with the gap between

the piezoresistor legs. For applications that require a continuous structure (e.g. pressure

sensors) the gap could be refilled with a dielectric afterwards. Eliminating the excess

material also increases the force resolution of cantilever beam structures (due to the spring

constant reduction) and we will use this approach in fabricating the force probes presented

in this work.



Chapter 3

Force probe design

The performance of our microscale force sensor and actuator depends upon the optimiza-

tion of numerous coupled parameters; the macroscale mechanical design of the probe, the

sensitivity and noise of the piezoresistor and measurement circuit, the mechanics of the

probe itself, and the speed of the actuator and driving electronics. In this chapter we

will touch on all of these topics, aiming to obtain an optimized mechanical, electrical

and thermal design. The sensor design relies heavily on the numerical optimization and

piezoresistor models described in the previous chapter.

As discussed in Section 1.4.3, three different probe varieties were designed and

fabricated. The probe designs integrate piezoresistive sensing with either no actuation,

thermal actuation or piezoelectric actuation. The layout and dimensions of the thermally

and piezoelectrically actuated probes are presented in Figure 3.1. The sensor-only probe

variety is not shown but is similar to the thermally actuated probe except in that it lacks a

resistive silicon heater.

Both the thermally and piezoelectrically actuated probes utilize a unimorph cantilever

actuator, where differential expansion between layers leads to transverse tip motion. In the

case of the thermally actuated probe the differential expansion arises from the combination

of a change in temperature and the large mismatch between the coefficients of thermal

expansion of Si and Al. In the case of the piezoelectrically actuated probe it arises from

electric field-induced strain in a piezoelectric film.

All of the probes consist of a narrow, soft sensor at the end of a wide, stiff actuator.

191
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Sensor Actuator

p-type Si

n-type Si SiO2

Al

AlN Mo

(a)

(b)

Figure 3.1: Device layouts. Force probe designs that integrate piezoresistive sensing with
(a) thermal actuation or (b) piezoelectric actuation are presented. In both cases, the probe
consists of a narrow, soft sensor attached to the end of a wide, stiff actuator. Placement
of the actuator at the base rather than the tip leads to numerous performance benefits and
decouples the mechanical and thermal design of the actuator and sensor.
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The sensor-only devices do not include an actuator but retain the stiffened base in order to

define the force probe length from the front of the wafer rather than during the imprecise

backside release etch. We will show that placing the actuator at the base rather than the tip

maximizes the tip deflection range, maximizes the overall resonant frequency of the probe,

minimizes the thermal actuator time constant and decouples the mechanical design of the

sensor and actuator portions.

Electrical isolation between the sensor and actuator are critical due to their close

proximity (e.g. a gap of 2 µm). On the thermally actuated probe the piezoresistive sensor

and silicon heater are electrically isolated at DC by reverse biased pn junctions, while

the piezoelectric actuator is separated from the underlying silicon by a 100-200 nm thick

layer of SiO2. Capacitive coupling between the actuator and sensor becomes increasingly

important as the actuation frequency increases. Mechanical crosstalk is also an issue in the

force probe design because the Al interconnects run alongside the actuator and bend with

it. A final source of actuator-sensor crosstalk, unique to the thermally actuated probes, is

thermal crosstalk between the silicon heater and piezoresistive sensor. Probe design and

circuit-based compensation strategies for capacitive, mechanical and thermal crosstalk will

be addressed in Section 3.3.3.

The probe dimensions are illustrated in Figure 3.1. The length, width and thickness

of the sensor are lc, wc and tc while the piezoresistor has length lpr. The actuator has

overall length and width of la and wa, which includes both the active portion of the actuator

and the electrical contacts between the Al interconnects and piezoresistor. The heater on

the thermally actuated design and the piezoelectric stack on the piezoelectrically actuated

design extend lh and lpe from the base of the force probe, respectively. We will discuss the

actuator design in more detail in Section 3.2.

3.1 Sensor design

The sensor is largely designed through numerical optimization using the models that

we presented in the last chapter. The designs produced by the numerical optimizer are

presented in Section 3.1.3. In this section we will discuss the cantilever-specific design

issues that are included in the numerical model but were not discussed in the last chapter.
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3.1.1 Mechanics

As discussed in Section 1.3, force probes that are simultaneous soft and fast must be made

as small as possible. While a zero-dimensional probe (i.e. a bead) minimizes the mass,

its spring constant can not be easily adjusted which limits the maximum measurement

bandwidth. A one-dimensional probe (i.e. a cantilever beam) remedies this limitation by

allowing bandwidth adjustment via the cantilever beam length. Any additional dimensions

(e.g. tines for capacitive readout) simply contribute additional mass. Accordingly, we

chose to use a cantilever beam geometry with the smallest convenient width and thickness.

The cantilever spring constant to resonant frequency in vacuum ratio scales as

kc

f0
∝

√
Ecρcwct2

c
lc

(3.1)

where lc, wc and tc are the length, width and thickness of the cantilever while Ec and

ρc are its elastic modulus and density. We opted for a cantilever beam thickness of 300

nm because the reduction in thermal conductivity [306] and uncertainty in the effective

elastic modulus [338, 339] of thinner probes lead to diminishing performance returns for

piezoresistive cantilevers [302].

This analysis only applies to a one-dimensional cantilever beam with a simple diving

board geometry and constant cross-section. However, as noted in Section 1.3, the probe

needs to be made as small as possible. If the entire width of the force probe is made

equal to the minimum feasible size for a given fabrication technology (i.e. 500 nm

wide piezoresistor legs and 1 µm overall width as in the current work) then there is

negligible value in considering alternative cross-section variations (e.g. tapered) because,

by definition, they would be larger than the minimum possible feature size at some point

along their length.

The spring constant and measurement bandwidth of the force sensor depends on the

frequency response of the sensor-portion of the force probe. The actuator-portion is

intentionally designed to have a much higher spring constant and resonant frequency than

the sensor. We will address the frequency response of the combined sensor-actuator system

in Section 3.3.1, but for now will focus on modeling the sensor-portion of the force probe

independently of the actuator.
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In vacuum it is trivial to calculate resonant frequency of a fixed-free cantilever beam.

However, the force probes are intended to be used in air or water. Operation in air results

in a smaller quality factor and resonant frequency compared to operation in vacuum, and

water operation decreases both parameters further still.

The frequency range over which the force probes can be used depends on the frequency

response of the sensor. We will operate the probes over a frequency range where the

frequency response is relatively flat. When the frequency response is critically damped

(Q ≈ 1/2), as is the case in water, the probes can operate up to their damped resonant

frequency ( fd). In air, the probes generally can only be operated up to about f0/2 depending

on how flat the frequency response needs to be and if ringing is acceptable.

The resonant frequency and quality factor of the sensor in fluid are calculated using the

model presented by Brumley, Willcox and Sader [23]. Qualitatively, one would expect the

frequency and the quality factor of the first eigenmode for a cantilever to decrease as the

density and viscosity of the surrounding fluid increases. Fortunately, there are quantitative

solutions to the fluid dynamics problem of a cantilever oscillating in fluid that we can

take advantage of. The behavior of cantilevers in fluid has received numerous theoretical

treatments, particularly by John Sader in a series of papers dating back to 1995 [340]. We

will briefly summarize the theory of cantilevers in fluid here.

The frequency response of a cantilever in fluid can be treated using continuum

mechanics as long as the mean free path of the surrounding fluid (e.g. ≈50 nm in air,

< 1 nm in water) is significantly smaller than the size of the cantilever. This assumption

holds for our cantilevers (minimum dimension of 300 nm) although deviations can be seen

in smaller cantilevers [341]. The fluid can be treated as incompressible as long as the

wavelength of the cantilever vibration greatly exceeds the fluid flow length scale and the

fluid flow length scale greatly exceeds the mean free path.

In general, the elastic deformation of a cantilever is governed by

EI
∂ 4v(x, t)

∂x4 +µ
∂ 2v(x, t)

∂ t2 = F(x, t) (3.2)

where v(x, t) is the deflection in the z-direction, µ is the mass per unit length and F(x, t)

is the external applied force per unit length in the z-direction. For a beam in vacuum,
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µ = ρcwctc, where ρc, wc and tc are the density, width and thickness of the cantilever as

usual. The Fourier transform of Eq. 3.2 is

EI
∂ 4ṽ(ω)

∂x4 −µω
2 ∂ 2ṽ(ω)

∂ t2 = F̃(ω) (3.3)

The applied force can be broken down into the hydrodynamic load and the driving

force. Components of the driving force include thermal vibrations and a load applied at the

tip. The hydrodynamic force can be found by solving the Navier-Stokes equation [342],

and is equal to

F̃(ω) =
π

4
ρfω

2w2
cΓ(ω,n)ṽ(ω) (3.4)

where ρf is the fluid density and Γ is the dimensionless hydrodynamic function. By

substituting Eq. 3.4 into 3.3, the frequency and quality factor of the first resonant mode can

be found using

fd

f0
=

(
1+

3πρfwc

2ρctc
Γr(Re,κ)

)−0.5

(3.5)

Q =
2ρctc/3πρfwc +Γr(Re,κ)

Γi(Re,κ)
(3.6)

where Γr and Γi are the real and imaginary parts of the hydrodynamic function. Re

and κ are the Reynold’s number and normalized aspect ratio, which are discussed next.

It’s interesting to note that a similar expression for the resonant frequency in fluid of an

infinitely long cylinder in fluid assuming inviscid flow was derived by Chu in 1963 [343]

as

fd

f0
=

(
1+

πρfwc

4ρctc

)−0.5

. (3.7)

So essentially, if we know the dimensions and hydrodynamic function then we can

calculate the damped resonant frequency and quality factor of a cantilever. But calculating

the hydrodynamic function is nontrivial. Fortunately, a lookup table for the hydrodynamic

function in terms of the Reynold’s number and normalized aspect ratio was compiled by
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Van Eysden and Sader in 2007 [344] and revised by Brumley, Willcox and Sader in 2010

[23].

Based upon our choice of the cantilever width wc as the dominant fluid flow length

scale, the Reynolds number (Re) and normalized aspect ratio (κ) are

Re =
ρfωw2

c
4η

(3.8)

and

κ =C1wc/lc (3.9)

where η is the fluid viscosity and C1 is the first solution to 1+ cos(x)cosh(x) = 0,

or about 1.875. The limit κ → 0 corresponds to the case of an infinitely long cantilever

beam. In the design optimization code, the Reynold’s number and normalized aspect

ratio are calculated from the cantilever dimensions and used to look up the appropriate

hydrodynamic function using linear interpolation using the table presented in Ref. [23].

The lookup table and calculation method are included in the optimization code (Appendix

H).

It is important to emphasize that the hydrodynamic function is a function of frequency,

while the resonant frequency depends on the hydrodynamic function, resulting in a

transcendental function that needs to be solved iteratively. Interestingly, the resonant

frequency and quality factor of the first eigenmode of a microcantilever can be used to

infer the density and viscosity of the surrounding fluid for rheology applications [345].

3.1.2 Piezoresistor optimization

A thin cantilever beam requires a shallow piezoresistor. Sub-micron thick piezoresistive

cantilevers have been fabricated using epitaxy [36, 346], ion implantation [254, 347]

and diffusion [195]. For our application, diffusion yields higher performance than ion

implantation and is far simpler than epitaxy while matching its performance. We chose to

use POCl3 rather than BBr3 predeposition to avoid the formation of a boron-rich surface

layer [348], to orient the piezoresistors in the <100> direction to minimize Ec, and for
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the performance advantage of n-type piezoresistors for force sensing applications [315].

The piezoresistors are electrically isolated by reverse biased pn junctions because the

piezoresistors are positively biased and the substrate is grounded.

As discussed in the last chapter and numerous papers [43, 198, 202, 302, 315], the

cantilever design parameters should be chosen to minimize the RMS force noise, equal

to the minimum detectable force (MDF). The force noise is calculated by integrating the

force noise spectral density over the intended measurement bandwidth of the probes. The

MDF is calculated from

MDF =

√
V 2

J +V 2
H +V 2

A +V 2
TMN

SFV
(3.10)

where VJ, VH, VA and VTMN are the integrated Johnson, 1/f, amplifier and thermome-

chanical voltage noise, respectively, while SFV is the voltage sensitivity of the piezoresistor

and signal conditioning circuit with respect to force. For the sake of discussion we can

neglect the amplifier and thermomechanical noise (although the numerical model includes

all of the noise sources), in which case the force resolution can be written as

MDF≈

√
4kbTprRpr( fmax− fmin)+αV 2

bridge ln( fmax/ fmin)/2Neff

3Vbridge(lc− lpr/2)πmax
L γβ ∗/2wct2

c
(3.11)

where Tpr is the average piezoresistor temperature, Rpr is the piezoresistor resistance,

fmin and fmax define the measurement bandwidth, Vbridge is the Wheatstone bridge bias

voltage, α is the Hooge factor, Neff is the effective number of carriers and πmax
L is the peak

piezoresistive coefficient [202]. The resistance factor (γ) is the ratio of the piezoresistor

resistance to the total resistance including interconnects and contacts, while the sensitivity

factor (β ∗) is calculated from the dopant concentration profile and accounts for both

the finite depth of the piezoresistor and the decrease in piezoresistive coefficients with

increasing dopant concentration [198].

Piezoresistive cantilever design, even before we account for self-heating and fluid

damping, is clearly too complex for analytical design optimization. Instead we design

the force probe sensor using numerical optimization [315]. Although the piezoresistor

design problem is not convex, seeding the numerical optimizer with several random initial
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guesses leads to a globally optimal design. The optimization code handles all of the doping

profile, fluid damping and heat transfer details that we have discussed throughout the

thesis. Second-order effects, such as the slight reduction in sensitivity from (3.11) due

to the transverse current flow at the end of the piezoresistive loop, are also included in the

numerical model and become increasingly important as piezoresistor size decreases.

The code includes an experimentally validated thermal model (Section 2.6.3) in order

to enable temperature-constrained cantilever design [302]. The probes are designed to limit

the maximum and tip temperature increases to approximately 5 K and 1 K during operation

in water. Temperature-constrained piezoresistor design leads to a shorter piezoresistor than

the more conventional power-constrained design approach. An additional benefit of a

shorter piezoresistor is a reduction in the static device curvature due to the high dopant

concentration near the piezoresistor surface (Section 2.8.2). One final benefit of modeling

the cantilevers numerically is that the static deflection range due to intrinsic stress in the

deposited films can be predicted using the Monte Carlo method.

3.1.3 Sensor designs

Using the numerical optimization code, we designed force sensors ranging from 30 to 200

µm long in order to span wide spring constant (0.3-40 pN/nm), resonant frequency (20-

400 kHz in air and 1-100 kHz in water) and force resolution (1-100 pN) ranges. We opted

to fabricate the force probes using optical lithography, leading to a minimum feature size

of 500 nm. The overall sensor width is constant along the entire probe length and split

between the two piezoresistor legs. Both 1 and 2 µm wide sensors (500 and 1000 nm wide

piezoresistors) were designed and fabricated in order to mitigate the risk of fabricating

devices at the resolution limit of the lithography system.

Table 3.1 presents the sensor designs that were fabricated. The designs and their

performance were calculated using the modeling and optimization code (Appendix H). The

sensor performance is calculated for the doping process used during fabrication, namely

piezoresistor doping in POCl3 at 825◦C for 30 minutes while the contacts are doped at

900◦C for 20 minutes. The resulting piezoresistor sheet resistance (Rs) is 110 Ω/� with

a contact resistance (Rcontact) of 170 Ω. The designs assume that α = 10−5, a sensitivity



200 CHAPTER 3. FORCE PROBE DESIGN

factor (β ∗) of 0.233 and a carrier density (Nz) of 4.13×106 µm−2. These design parameters

match the experimentally measured parameters from the fabricated devices.

Performance is calculated for a Wheatstone bridge bias (Vbridge) of 1 V; in practice

the devices are operated anywhere between 0.5 and 2 V depending on the temperature

requirements of the application. The spring constants (kc) of the force probe designs are

calculated for unpassivated devices; passivation with≈ 230 nm of parylene N, required for

experiments in water, roughly doubles their spring constants. The resonant frequency in

air ( f0) and water ( fd) both account for fluid damping, calculating from Ref. [23]. The

minimum detectable displacement (MDD) and force (MDF) are calculated assuming a

measurement bandwidth from 1 Hz to the resonant frequency in water. The maximum

and tip temperature increases (∆Tmax and ∆Ttip) are calculated assuming operation in water.

The temperature coefficient of tip deflection (TCTD) for the designs in Table 3.1 are

calculated assuming that there is a 20 µm long step at the base of the force probe that is

stiffened with a 1 µm thick Al film (i.e. the sensor-only probe designs). The TCTD of

the actuated probes will be presented in Tables 3.2 and 3.3. The high surface phosphorus

concentration of the piezoresistor and the tensile stress in the Al film (180 MPa) lead to

static upward tip deflection (z0).
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3.2 Actuator design

Before discussing the design of the thermal and piezoelectric on-chip actuators, it is worth

considering the limitations of macroscale actuation (e.g. mounting a PCB on a piezoelectric

stack). On-chip actuation has two clear advantages over external actuation: speed and the

suppression of spurious modes. Both are related to the fact that on-chip actuation moves

a much smaller mass than macroscale actuation. If a smaller mass is actuated, then the

resonant frequency for a given displacement range can be increased (i.e. a reduction in the

mass allows a higher resonant frequency for a given spring constant).

A second issue with macroscale actuators, related to the movement of a much larger

mass, is that all of the resonant modes in the entire mounting assembly will be excited by

the actuator. As the size of the mass being actuated decreases, so does the inertial load

on the mounting assembly that holds the device in place. For example, high-speed AFM

scanners based upon macroscale piezoelectric stack-based actuators have been designed

with mirrored stacks and a dummy proof mass in order to balance inertial loads [72]. As

the size of the mass being actuated decreases, the reaction force on the rest of the mounting

assembly decreases. In the case of the on-chip actuators used in the force probes described

in this thesis, the spurious modes from the rest of the mounting assembly are 3-4 orders of

magnitude smaller than the force probe deflections.

The remainder of this section will focus on the design of thermal and piezoelectric on-

chip actuators. The design requirements for the actuators are summarized in Table 1.1,

with the two most important requirements being a minimum single-sided step response of

at least 300 nm and a rise time of < 10 µs.

3.2.1 Calculating tip deflection

The force probe tip deflection depends on the curvature generated by the actuator and the

relative lengths of the actuator and sensor portions of the probe. The actuator curvature in

general can be calculated from [349]

C =− ∑i ziAiσi ∑i EiAi +∑i Aiσi ∑i ziEiAi

∑i EiAi ∑i Ei(Ii +Aiz2
i )− (∑i ziEiAi)2 (3.12)
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where zi, Ei, Ai, Ii and σi are the distance from the bottom of the force probe to

the midpoint of each film, the elastic modulus, the cross-sectional area, the moment of

inertia and the average stress of layer i. If there is a large stress gradient within a layer

(not applicable for the probes designed here) then it could be decomposed into multiple

effective layers in order to improve the accuracy of the calculation. The actuator curvature

is integrated twice in order to obtain the force probe deflection according to

θ(x) =
∫ x

0
C(x)dx

and

v(x) =
∫ x

0
θ(x)dx.

where θ is the angle, v is the deflection of the probe, and we take advantage of the fact

that tan(θ) ≈ θ for small angles. Although the curvature drops to zero beyond the end of

the actuator, the sensor mechanically amplifies the actuator motion, part of the reason for

placing the actuator at the base of the probe. An important parameter for actuator design is

the placement of the neutral axis, calculated from

zn =
∑i ziEiAi

∑i EiAi
. (3.13)

The tip deflection for a given actuator stress is maximized if the actuator is close to

the neutral axis but does not cross it. Actuator design is similar to piezoresistor design in

that the actuator should be on one side of the neutral axis (so that the stress generated by

the actuator does not partially cancel out), but in contrast with piezoresistors, the actuator

should be close to the neutral axis rather than far away from it.

3.2.2 Actuator dimensions

One of the main considerations in actuator design is determining the optimal length,

width and thickness of the actuator. We will show in Section 3.3.1 that it is beneficial

to have a relatively wide actuator in order to maximize the resonant frequency of the

entire probe. We will consider several design nuances that are specific to the actuator
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transduction mechanism in Sections 3.2.3 and 3.2.4. In this section we will provide a high-

level overview of the actuator thickness and length selection.

Assuming that the actuator has a constant curvature (C = 1/R) along its entire length,

the tip deflection at the tip of the cantilever is

vtip = va + lc
∂va

∂x

∣∣∣∣
x=la

(3.14)

≈ 1
2

Cl2
a +Clalc (3.15)

where we have used the fact that C ≈ ∂θ/∂x≈ ∂ 2v/∂x2 and that ∂v/∂x≈ θ . We also

know that f0 ∝ ta/l2
a in vacuum and that C ∝ 1/ta for a unimorph actuator for a constant

strain. We can combine all of these equations to find

vtip ∝
1
f0
+

lc√
ta f0

(3.16)

which implies that for a given resonant frequency, and assuming a fixed sensor length

(lc), the actuator should be as thin as possible with the length adjusted to achieve the desired

resonant frequency.

But this analysis neglects two points. First, for piezoelectric actuation the curvature is

actually proportional to 1/t2
a for a constant bias voltage because the electric field scales as

1/ta and the actuator strain is proportional to the electric field. Accordingly, a thin actuator

is even more favorable for piezoelectric actuation if we neglect the dependence of the d31

coefficient on actuator thickness.

Second, there are several competing design considerations that lead to a slightly thicker

actuator design. As the actuator becomes thinner, it also must become shorter. However,

the electrical contacts between the piezoresistor and the metal interconnects are formed

beyond the end of the actuator, which adds length to the actuator (on the order of 20 µm for

a contact resistance of < 200 Ω). Additionally, the active portion of the actuator (excluding

the contact region) needs to be at least 20 µm long in order to make it less sensitive to the

backside release etch alignment and edge roughness (Appendix F). Finally, specific to the

thermal actuator, as the actuator becomes shorter the resistive heater comes closer to the
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piezoresistive sensor, which increases thermal crosstalk between the actuator and sensor.

In practice, these requirements led to actuators at least 40 µm in length with the actuator

thickness chosen in order to balance the tradeoffs between actuator and overall force probe

performance.

3.2.3 Thermal actuator

The thermal actuator consists of a silicon heater, SiO2 etch stop and a layer of Al (Figure

3.1). The heater increases the temperature of the actuator, deflecting the probe tip due

to the mismatch in thermal expansion coefficients between Si and Al. Thermal actuator

design is a tradeoff between tip deflection, operating temperature and heater time constant.

For example, a longer actuator enables larger tip deflections for a given temperature but

increases the heater time constant.

The thermally actuated probe is modeled as a three layer system (3.12) with Si (i = 1),

SiO2 (i = 2) and Al (i = 3) layers. The stress change in each layer of the thermal actuator is

calculated from

∆σi(x) = ∆T (x)αiEi (3.17)

where ∆T (x) is the the temperature change of the actuator a distance x from its base and

αi is the coefficient of thermal expansion (CTE) of layer i. Note that each layer may have

some initial stress but that the stress change during actuation is the parameter of interest.

The CTEs of the Si, SiO2 and Al layers are assumed to be 2.6, 0.5 and 23.1 ppm/K [304].

The tip deflection is maximized for a given temperature increase by choosing the SiO2

and Al thicknesses to place the neutral axis at roughly the Si-SiO2 interface. The SiO2

thickness (100 nm) is chosen to minimize the thermal resistance between the heater and Al

while providing an adequate etch stop for the reactive ion etch (RIE) based Al patterning

step during the fabrication process. The thermal resistance between the heater and the Al

is roughly 10 times smaller than the other thermal resistances in the system.

The optimal Al actuator thickness, based purely upon actuation efficiency, would be

about 250 nm (Figure 3.2). However, as we discussed in the last section (Section 3.2.2),

a thicker actuator is required for a variety of other design considerations. We balanced
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Al (variable)
LTO (100 nm)
Si (300 nm)

Figure 3.2: Thermal actuator thickness selection. The tip deflection (top) and the distance
between the bottom of the device and the neutral axis (bottom) are plotted as a function
of the thickness of the Al actuator. A 250 nm thick Al actuator would yield the maximum
tip deflection and optimal neutral axis placement. However, a thin actuator would need to
be impractically short for the various reasons discussed in the text. The final devices were
designed around a 1 µm thick Al actuator.

these requirements by choosing an actuator length of 50-60 µm and a 1 µm thick Al film,

yielding a tip deflection of 100-300 nm/K depending on the sensor length. The data in

Figure 3.2 are calculated for a 61 µm long sensor at the end of a 60 µm long actuator.

Similarly, the overall width of the actuator section (20 µm) and the width of the heater

(12 µm) are chosen to provide room for 2 µm wide interconnects to the piezoresistor with

2 µm wide gaps.

The steady-state temperature over the thermal actuator is calculated from the finite

difference-based model presented in Section 2.6.3 and Ref. [302]. An example of the

predicted steady-state response of a force probe is presented in Figure 3.3. The actuator

voltage determines the temperature near the base of the force probe while a second peak in

the temperature profile is generated by the piezoresistive sensor.

The dynamic response of the actuator is calculated using a combination of lumped

parameter and FEA models. The lumped parameter model treats the actuator as first order
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Figure 3.3: Example of the thermal actuator steady-state response. As in many of the other
actuator examples, we use a 61 µm long sensor at the end of a 60 µm long actuator. The
temperature profile (top) and the resulting change in deflection during actuation (bottom)
are presented for a probe operated in water with Wheatstone bridge and actuator bias
voltages of 1 V. The tip deflection scales linearly with the power dissipation. Initial
deflection from intrinsic stress is included in the cantilever model but removed in this
example.

sytem with an effective thermal resistance and capacitance. The overall thermal resistance

(Ra) from the actuator to the ambient temperature is calculated from solid-state conduction

and convection resistances operating in parallel (Rcond and Rconv) while the heat capacity

(Ca) is calculated from the thermal actuator volume. Radiated power is negligible because

the devices operate near room temperature [302]. The actuator working equations are

Rcond ≈
lh

2wa ∑i tiki
+Rbase (3.18)

Rconv ≈
1

2hefflawa
(3.19)

Ca ≈ lawa ∑
i

tiρici (3.20)
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Figure 3.4: Steady state temperature distribution of a thermally actuated probe operating
in air. The actuator is biased to 1 V and the sensor is operated at a bridge bias of 2 V. The
temeprature at the base of the probe is slightly higher than the ambient temperature of 300
K, illustrating the finite thermal resistance at the base of the probe.

where wa and la are the overall dimensions of the actuator, lh is the length of the silicon

heater, ti, ki, ρi and ci are the thickness, thermal conductivity, density and specific heat

capacity of each layer in the actuator and heff is the effective convection coefficient. The

finite thermal resistance between the base of the actuator and the ambient environment

(Rbase) is calculated as 1.4 and 1.1 K/mW in air and water, respectively, from a three-

dimensional conduction-convection finite element analysis (FEA) model (Figure 3.4). We

assume heff = 2,000 and 50,000 W/m2-K in air and water (Section 2.6.3) while the thermal

conductivities of the silicon and aluminum layers are taken as 100 and 200 W/m-K,

respectively [303, 306]. Other material properties are taken from the literature [304].

The lumped parameter model can be used to predict the actuator time constant (τ =

RaCa), -3 db frequency ( f−3dB = 1/2πτ) and 10-90% rise time (tr ≈ 1/3 f−3dB). The

predicted time constant, -3 dB frequency and rise time in air are 13 µs, 13 kHz and 26

µs while in water they are 8.5 µs, 19 kHz and 17 µs, respectively. In comparison, the

three-dimensional FEA model predicts rise times in air and water of 71 and 24 µs.
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Table 3.2 summarizes the thermal actuators presented in this thesis. The actuators are

paired with the corresponding sensor designs from Table 3.1. The sensor design, operating

conditions and performance are affected negligibly by the addition of the actuator at the

base of the probe. For each design only the overall length of the actuator varies (la). The

overall actuator width remains fixed at 20 µm for all of the designs. The silicon heater is

a resistor loop with 20 µm long, 5 µm wide legs and a 2 µm air gap between them. The

heater dimensions determine the thermal time constant of the system. The remaining 8 µm

of the actuator width are occupied by the 2 µm wide piezoresistor interconnects and 2 µm

gaps.

Due to the fixed heater dimensions, the electrical resistance of the heater does not vary

between the designs and is defined by the diffusion process. The electrical resistance of

the heater varies from approximately 200 to 1000 Ω depending on the sheet resistance of

the fabrication process. The thickness of the SiO2 and Al films on the thermal heater also

remain constant at 100 and 1000 nm, respectively.

The tip deflection of the probe is calculated with respect to the average actuator

temperature (Axk) and with respect to the heater power (Axw), which varies depending

on the thermal properties of the surrounding fluid. The actuator response is calculated

assuming that the corresponding sensor design is on the end of the actuator. The variation

in tip position with ambient temperature matches Axk to within a few percent; an efficient

thermal actuator is inherently sensitive to temperature fluctuations. The static tip deflection

(z0) due to the high phosphorus surface doping of the piezoresistor and the tensile stress in

the Al is larger than in the sensor-only case due to the addition of the actuator.

3.2.4 Piezoelectric actuator

The piezoelectric actuator consists of a silicon beam, SiO2 etch stop, AlN seed layer,

bottom Mo electrode, AlN actuator and top Mo electrode (Figure 3.1). The AlN seed layer

improves the grain alignment and resulting piezoelectric properties of the AlN actuator

[350–353]. The Mo electrodes are used to apply an electric field to the AlN actuator, which

transduces the electric field into lateral strain which deflects the tip of the force probe.

We opted to use AlN rather than ZnO [57], PZT [65] or PMN-PT [354] for maximum
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Table 3.2: Summary of the second generation PRT actuator designs. Each actuator design is
paired with the corresponding sensor design (Table 3.1. For each design, the actuator length
(la), the force probe tip deflection with respect to temperature (Axk) and power dissipation
(Axw), and the initial tip deflection (z0) are presented.

Design la Axk Axw (air) Axw (water) z0
# (µm) (nm/K) (nm/mW) (nm/mW) (µm)

1 60 220 2200 310 33
2 60 160 1600 220 24
3 60 130 1300 180 20
4 60 120 1100 160 18
5 60 98 950 140 15
6 55 74 730 110 11
7 50 57 580 95 9

8 60 280 3100 520 42
9 60 200 2200 380 31

10 60 160 1800 310 25
11 60 140 1500 270 21
12 60 95 1050 190 14
13 55 72 790 150 11
14 50 55 630 120 9

material compatibility with the processing equipment in the Stanford Nanofabrication

Facility (SNF). We developed a process for AlN on Ti from 2008-2010 in collaboration

with Tango Systems [355], but opted to use Mo electrodes for the devices that are the main

subject of this thesis.

We chose to use Mo rather than Ti for three reasons. First, we developed the Ti-based

process due restrictions on our abilty to process Mo through the SNF. By the time of the

second fabrication run in 2010-2011 the SNF contamination policies had loosened enough

for us to very carefully process Mo through the SNF. Second, Mo is a superior electrode

material for AlN-based actuators and sensors. It yields better AlN grain alignment, has

superior electrical and thermal conductivity, and most importantly, can be integrated into

a chlorine/fluorine-based dry etch process [356, 357]. Third, we found a vendor (OEM

Group) with a well developed process for sub-100 nm thick AlN on Mo with good stress

control and film thickness uniformity as demonstrated in Ref. [358]. Additionally, OEM

Group had experience depositing high quality piezoelectric actuators on LPCVD SiO2 from

their collaborations on AlN-based resonators with the Pisano group at UC Berkeley and the
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Piazza group at the University of Pennsylvania [359].

The piezoelectric actuator probe is modeled as a six layer system (3.12) with Si (i = 1),

SiO2 (i = 2), the AlN seed layer (i = 3), the Mo bottom electrode (i = 4), the AlN actuator

(i = 5) and the Mo top electrode (i = 6) layers. The change in stress from piezoelectric

actuation in each layer is calculated from

∆σi(x) =
d31,iEi∆Vi

ti
(3.21)

where d31,i, ∆Vi and ti are the transverse piezoelectric coefficient, voltage drop and

thickness of layer i. None of the properties vary along the length of the actuator, in contrast

with the thermal actuator. The piezoelectric coefficient is zero for each of the layers except

for the AlN seed layer (i = 3) and AlN actuator (i = 5). The voltage drop across the AlN

seed layer is negligible, while the voltage drop across the AlN actuator layer is Va. During

experiments, if the piezoelectric actuator is being used to apply a step displacement to a

sample then the actuator is typically prebiased while the force probe is brought into contact

with the sample (e.g. Va = -8 V) and swung to the opposite polarity (e.g. Va = 8 V) in

order to maximize the range of the actuator within the voltage breakdown limits of the AlN

actuator.

As the thickness of the piezoelectric actuator (ta) decreases, the actuator stress for a

given voltage increases. A reduction in Va is desirable because it reduces the requirements

on the actuator drive circuit and reduces capacitive crosstalk between the actuator and the

piezoresistive sensor and (if being used to study hair cells) between the actuator and the

patch clamp electrode. However, there are two competing effects. First, as the thickness

of the AlN actuator decreases, so does the uniformity of the AlN grain alignment and the

effective d31 coefficient [360]. Second, the location of the neutral axis shifts further from

the actuator, resulting in less tip deflection for a given strain.

For the piezoelectric actuator design we initially assumed an effective d31 coefficient

of -1.9 pm/V based upon several reports of approximately 100 nm thick AlN actuators

deposited on Pt or Mo [361, 362]. However, the performance of the fabricated devices

implied a d31 coefficient closer to -0.9 pm/V. There are a variety of possible reasons for the

smaller than expected piezoelectric coefficient based upon the deposition conditions (e.g.
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the films were deposited with a compressive stress on the order of 200 MPa in order to

cancel other stresses in the film stack), the substrate roughness (e.g. the silicon underneath

the LPCVD SiO2 is highly doped in order to minimize electrical crosstalk, which may have

affected the roughness of the SiO2 layer underneath the actuator) or the fabrication process

(e.g. undercut of the actuator stack during processing).

Table 3.3 summarizes the piezoelectric actuators presented in this thesis. The actuators

are paired with the corresponding sensor designs from Table 3.1. The sensor design,

operating conditions and performance are affected negligibly by the addition of the actuator

at the base of the probe.

For each design only the overall length of the actuator varies (la). The overall actuator

width and piezoelectric film stack are fixed at 20 µm and 12 µm respectively. The gap

between the end of the actuator and the piezoelectric film stack is 22 µm for all of the

designs in order to provide room for the piezoresistor contacts. The electrical time constants

for all of the piezoelectric actuators are less than 0.1 µs, much faster than the force probe

mechanical response. Actuator performance is calculated for an LTO/AlN/Mo/AlN/Mo

stack of 80/25/75/75/50 nm and assuming a d31 coefficient of -0.9 pm/V.

The breakdown voltage of the 75 nm thick actuator is approximately 10 V, allowing

a safe actuator swing of about 16 V (i.e. -8 V to +8 V). The actuator response (Axv),

temperature coefficient of tip deflection (TCTD) and initial tip offset from residual stress

(z0) are calculated for each design. The actuator response is calculated assuming that the

corresponding sensor design is on the end of the actuator. The TCTD is significantly

smaller than for the thermally actuated probes because of the small mismatch between

the coefficients of thermal expansion of Si (2.6 ppm/K) and Mo (4.8 ppm/K) compared

with Al (23.1 ppm/K). The length of the actuator decreases along with the sensor in order

to ensure that the actuator and sensor are mechanically decoupled.

3.3 Sensor and actuator integration

We have discussed the design of the sensor and actuator independently of each other until

now. In combining the sensor and actuator, the most important issue is whether the actuator

or sensor should be at the base of the force probe. Until now we have assumed that
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Table 3.3: Summary of the second generation PRPE actuator designs. Each actuator
design is paired with the corresponding sensor design (Table 3.1. For each design, the
actuator length (la), the force probe deflection with respect to voltage (Axv), the temperature
coefficient of tip deflection (TCTD) and the initial tip deflection (z0) are presented.

Design la Axv TCTD z0
# (µm) (nm/V) (nm/K) (µm)

1 60 138 43 4.4
2 60 103 32 3.1
3 60 87 27 2.7
4 60 77 23 2.5
5 50 46 15 1.6
6 45 31 11 1.1
7 38 19 8 0.7

8 60 176 56 5.7
9 60 127 40 4.2

10 60 105 32 3.2
11 60 91 28 2.7
12 50 45 15 1.5
13 45 31 11 1.1
14 38 18 8 0.7

the actuator would be placed at the base of the probe, but now will justify that decision.

Fortunately, the decision is fairly clear because there are numerous benefits to placing the

actuator rather than the sensor at the base of the probe and there are no clear downsides

(Figure 3.5).

There are several benefits to placing the actuator at the base. First, the actuator is

inherently going to be stiffer and more massive than the sensor due to the addition of

the actuator films. Accordingly, placing the actuator at the base of the probe maximizes

the resonant frequency of the first force probe eigenmode for given actuator and sensor

designs. Second, both piezoelectric and thermal actuators are displacement-based actuators

(in contrast with electromagnetic actuators, which are force-based). The actuator generates

a curvature that is integrated along the length of the force probe in order to generate a

tip deflection. The maximum tip deflection range determines the maximum force that can

be applied to a sample, equal to the product of the deflection and spring constant of the

sensor. If the actuator is at the base of the probe then the additional length of the sensor

mechanically amplifies the actuator motion, resulting in larger possible tip deflections and
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Actuator at base Actuator at tip

Figure 3.5: Relative placement of the actuator and sensor. Placing the actuator at the base
of the force probe (left) rather than at the tip (right) maximizes the tip deflection because
the actuator curvature is mechanically amplified by the sensor. Additionally, the actuator
is significantly stiffer and more massive than the sensor, so placing the actuator at the
base results in greater measurement bandwidth and ensures that both the effective spring
constant and bandwidth are set solely by the sensor-portion of the probe.

forces. Third, the sensor needs to be made as thin and narrow as possible. If the actuator

extends beyond the end of the sensor then the actuator films will need to run alongside the

sensor, increasing its spring constant and reducing the stress in the piezoresistor for a given

tip force.

The fact that the actuator and sensor are mechanically decoupled allows them to be

designed independently of one another for the most part. The addition of the actuator to the

base of the sensor only increases the maximum and tip temperatures of the sensor slightly

(< 0.5 K) because the actuator presents a fairly low thermal resistance compared to the

sensor. The sensor affects the actuator performance slightly due to the Al interconnects

that run alongside the active component of the actuator (particularly for the piezoelectric

actuator), but the reduction in actuation amplitude is slight and integrated into the actuator

design.

3.3.1 Mechanics of the combined system

Although intuitively we expect the sensor and actuator to be mechanically decoupled,

we can examine the overall mechanical system in more detail in order to validate this

assumption. In order to model the combined system we could turn exclusively to FEA,
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but there are two good reasons to develop a reasonably accurate analytical model.

First, analytical models can be computed 3-4 orders of magnitude more quickly than

FEA models (e.g. 0.1 ms vs. 60 seconds). This enormous difference in speed allows

quicker design iterations. Second, developing an analytical model makes the design knobs

available at your disposal abundantly clear. The impact of each parameter (e.g. actuator

width) on the system performance comes naturally from analytical development while

relying exclusively on FEA lends itself toward guess-and-check design. FEA is valuable at

the end of the design process, but after working on cantilever design for a few years I view

FEA as a final design validation step, not as a design tool.

The mechanics (i.e. spring constant and resonant frequency) of the sensor or actuator

can be modeled fairly easily independently of one another via Bernoulli beam analysis. But

the system becomes significantly more complicated once the width, material properties and

thickness of the beam start to vary along its length. Consider a beam with two sections:

a thick section near the base (the actuator), and a thin section near the tip (the sensor).

One might be tempted to model the beam as two springs in series to find the stiffness and

then to model the resonant frequency by coming up with an effective mass for the system.

Unfortunately, this approach does not work.

Spring constant

In modeling the stiffness, there are two intuitive reasons why the springs-in-series model

breaks down. First, the force is applied at the tip of the sensor, so the moment seen by the

actuator is larger than if the force was applied at the tip of the actuator. When you model

the system as springs in series, you are modeling the system using forces and not moments,

so there is no amplification effect. Second, the force causes the actuator to bend, leading to

a non-zero angle at the tip of the actuator. This means that the sensor is initially at a slight

angle, so the deflection at the tip of the sensor increases by the initial slope integrated along

the length of the sensor.

The spring constant of the combined system can be modeled accurately by applying

a virtual force to the tip of the sensor. The textbook equation for the tip deflection of a

fixed-free prismatic, homogenous, linear elastic cantilever beam is



216 CHAPTER 3. FORCE PROBE DESIGN

v(x) =−Fx2(3(la + lc)− x)
6EI

. (3.22)

where x is the distance from the base of the probe while la and lc are the lengths of the

actuator and sensor.

We can relax the prismatic and homogenous assumptions by treating the cantilever in

sections. We’ll assume that the cantilever has two sections. The actuator section is at the

base and is composed of an arbitrary stack of multiple films. The width of the actuator

section can be different from the sensor section. We can calculate the effective EI for the

two sections from

EIa = ∑
i

Ei[Ii +Ai(zn− zi)
2] (3.23)

EIc =
Ecwct3

c
12

(3.24)

where EIa and EIc are the bending rigidities for the actuator and sensor sections,

respectively, zn is the distance from the bottom of the device to the neutral axis, and zi

is the distance from the bottom of the device to the midpoint of each film in the system.

By applying a test force, we can calculate the overall stiffness of the beam from

kc =
F

vtip
(3.25)

where

vtip = va + lc
∂va

∂x

∣∣∣∣
x=la

+ vc (3.26)

where va is the relative deflection of the actuator, ∂va/∂x is the slope at the end of the

actuator and vc is the relative deflection of the sensor.

If we assume a point load force F applied at the tip of the sensor, then the relative

deflection and slope along the length of the actuator are
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va(x) =
−Fx2[3(la + lc)− x]

6EIa
(3.27)

∂va(x)
∂x

=
−Fx[6(la + lc)−3x]

6EIa
(3.28)

Similarly, the relative deflection of the sensor can be calculated from

vc(x) =
−F(x− la)2(3lc− (x− la))

6EIc
(3.29)

where we have maintained the coordinate system of x denoting the distance from the

base of the actuator. The deflection at the tip (x = lc + la) can be calculated by combining

(3.27), (3.28) and (3.29) and inserted into (3.25) to calculate the spring constant of the

combined actuator-sensor system as

kc =

[
l2
a (2la +3lc)+3lalc(la +2lc)

6EIa
+

l3
c

3EIc

]−1

. (3.30)

Figure 3.6 compares the spring constant of the entire force probe with just the sensor

portion of the probe for a 61 µm long, 1 µm wide sensor (design 4 in Table 3.1) with a

60 µm long, 20 µm wide piezoelectric actuator (design 4 in Table 3.3) at its base. The

spring constant of the force probe decreases by about 4% due the addition of the actuator,

which is negligible compared with the device fabrication tolerances. The small deviation

(< 2%) between the FEA and analytical model is due to additional device design features

that are not captured by the simplified model. In particular, the legs of the piezoresistor are

tapered in order to avoid current crowding and the end of the piezoresistive loop is twice

the piezoresistor leg width in order to minimize the sensitivity degradation from the loop

for short piezoresistors. Figure 3.6 confirms that the spring constant of the force probe

primarily depends on the sensor design, simplifying the overall probe design.

Resonant frequency

The resonant frequency of the force probe can be approximated by using the Rayleigh-Ritz

method [42]. The Rayleigh-Ritz method can be used to calculate the resonant frequency
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Sensor only

Analytical
model

FEA

Figure 3.6: Force probe spring constant as a function of actuator length. The spring
constant of the 61 µm long, 1 µm wide sensor is plotted for comparison. The overall
force probe spring constant decreases by about 4% from the sensor-only spring constant
when a 60 µm long, 20 µm wide piezoelectric actuator is added at its base. Finite element
analysis (FEA) results agree with the analytical model.

of an arbitrary mechanical structure from the fact that the kinetic energy and elastic strain

energy are equal in magnitude (and 90 degrees out of phase) on resonance. Three steps are

required to calculate the resonant frequency:

1. Calculate the approximate mode shape of the beam

2. Calculate the kinetic and strain energy amplitudes

3. Find the frequency where the energies are equal

If we assume that the cantilever deflection as a function of time is v(x, t) = v(x)eiωt,

then its maximum velocity is v(x)ω and we can calculate the total kinetic energy of the

beam from

Uk =
∫ la

0

1
2
[ωv(x)]2wa(tcρc + taρa)dx+

∫ lc

la

1
2
[ωv(x)]2wctcρcdx. (3.31)

where ρa is the average density of the actuator stack. The mode shape is approximated

from (3.27) and (3.29). The strain energy is calculated from
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Sensor only

FEA

Rayleigh-Ritz

Figure 3.7: Force probe resonant frequency as a function of actuator length. The resonant
frequency for a 61 µm long, 1 µm wide sensor attached to the end of a 60 µm long, 1 µm
thick thermal actuator is calculated via the Rayleigh-Ritz method (solid line) and from a
three-dimensional FEA model (squares). The resonant frequency drop in vacuum from the
sensor-only resonant frequency (dashed line) is about 7%.

Us =
∫ la

0

M(x)2

2EIa
dx+

∫ lc

la

M(x)2

2EIc
dx. (3.32)

The moment along the length of the beam is unaffected by the presence of the actuator,

and is M(x) = F(lc + la− x). By equating the kinetic and strain energies, Uk(ω) =Us, we

can solve for ω to find the resonant frequency of the structure. The resonant frequency

calculation is performed numerically and is included in the cantilever optimization and

modeling code (Appendix H).

A comparison between the Rayleigh-Ritz method and a three-dimensional FEA model

is presented in Figure 3.7. The resonant frequency for a 61 µm long, 1 µm wide sensor

(design 4 in Table 3.1) attached to the end of a 60 µm long, 1 µm thick thermal actuator

(design 4 in Table 3.2) is modeled using the two methods.

The agreement between the Rayleigh-Ritz and FEA results is excellent. The resonant

frequency drop in vacuum from the sensor-only resonant frequency (dashed line) is about

7%. In water the reduction in resonant frequency is negligible because fluid damping of the

sensor portion rather than the actuator portion dominates the overall frequency response.
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An important result that comes from the Rayleigh-Ritz analysis is that as the width of

the actuator increases, its impact on the resonant frequency decreases. This result does

not hold for a homogenous, prismatic beam and was initially unexpected. As the width of

the actuator increases it deflects less and its kinetic energy at a given frequency decreases,

increasing the overall resonant frequency of the system.

To conclude, this section confirms that the force probe actuator can be designed to have

a negligible impact on the frequency of its first eigenmode.

3.3.2 Higher order eigenmodes

The Rayleigh-Ritz analysis only considers the first eigenmode, however. If higher order

modes are excited during force probe actuation then the force measured by the piezoresistor

might not correspond to the force actually delivered to the sample (e.g. due to lateral or

torsional oscillations). The most effective way to investigate higher order eigenmodes is

through FEA.

The first five eigenmodes of a piezoelectrically actuated force probe are shown in Figure

3.8. The force probe design is identical to the one that we considered for the spring constant

and Rayleigh-Ritz analyses (i.e. a 61 µm long sensor and 60 µm long actuator). The modes

were calculated using the solid mechanics module in Comsol 4.2 and using the material

properties assumed throughout the thesis. The first mode (98 kHz) corresponds to the first

flexural mode of the sensor. The second mode (270 kHz) is the first flexural mode of the

actuator. The third mode (422 kHz) is the transverse flexural mode of the sensor. The

fourth mode (637 kHz) is the second flexural mode of the sensor. Finally, the fifth mode

(1150 kHz) is the first torsional mode of the actuator and sensor. The results show that

undesirable higher order modes (e.g. the third eigenmode) can be suppressed by filtering

the stimulus delivered to the actuator.

3.3.3 Actuator-sensor crosstalk

The major downside in bringing the force probe actuator on-chip is increased crosstalk

between the actuator and sensor. Simultaneous actuation and sensing requires that any

crosstalk signal from the actuator be below the noise floor of the sensor. Crosstalk,
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Figure 3.8: First five eigenmodes of a piezoresistive force probe with on-chip piezoelectric
actuation (PRPE) calculated via finite element analysis. Shading indicates the absolute
deflection of the device from its initial position. The simulation assumes a 300 nm thick,
1 µm wide and 61 µm long sensor attached to the tip of a 20 µm wide and 60 µm long
actuator. The first flexural mode of the sensor (98 kHz) is well separated from higher order
modes, allowing higher order mode suppression by filtering the actuator stimulus signal.

particularly capacitive crosstalk, has historically been one of the major challenges in the

development of scanning probes with on-chip actuation.

For example, Manalis et al. fabricated piezoresistive cantilevers with on-chip ZnO-

based piezoelectric actuation [57]. However, the capacitive crosstalk between the actuator

and sensor was on the order of -70 dB at 10 kHz. Driving the ZnO actuator at 10 kHz with
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a 1 V sine wave would have introduced a spurious signal in the readout circuit roughly 300-

times the noise floor of the system). Manalis et al. got around this problem by biasing the

piezoresistor at 130 kHz and monitoring the piezoresistor signal using a lock-in amplifier

with a 6 kHz measurement bandwidth.

Lock-in based readout has two limitations. First, it can only eliminate capacitive

crosstalk and not mechanical or thermal crosstalk, because the latter two are due to

fluctuations in the piezoresistor resistance and are not spectrally isolated from the signal of

interest. Second, modulating the bridge bias voltage and demodulating the amplifier output

is nontrivial for a measurement bandwidth of 100 kHz, although feasible in theory. For

example, the AD630 modulation/demodulation IC (2 MHz bandwidth, 100 dB of dynamic

reserve) could be combined with the INA103 (800 kHz bandwidth) in order to modulate the

Wheatstone bridge bias at several hundred kHz and low-pass filter both the actuator drive

signal and the AD630 output at 100 kHz. However, this thesis demonstrates that capacitive

crosstalk can be driven below the mechanical crosstalk floor up to at least 100 kHz, so the

benefit of AC modulation is limited.

Alternatively, Kim et al. reported a PZT-actuated piezoresistive cantilever in 2003

that modified the device layout to reduce capacitive and mechanical crosstalk [65]. While

Manalis et al. used doped silicon interconnects that ran underneath the actuator, Kim et al.

used metal interconnects that ran alongside it (Figure 1.23). They also reported a detailed

electrical model for capacitive crosstalk and achieved capacitive crosstalk of less than -80

dB at 10 kHz.

As a rule of thumb, capacitive crosstalk of less than -120 dB enables simultaneous

actuation at 1 V and sensing with the capacitive crosstalk signal below the piezoresistor

noise floor (on the order of 1 µV). The cut off for mechanical and thermal crosstalk is less

clear because it depends on the magnitude of the force being measured, which depends on

the stiffness of the sample. Our aim then is to improve on the capacitive crosstalk reported

in prior work by 40 dB.

The general approach taken here was to measure the piezoresistor signal differentially,

using an identical force probe and instrumentation amplifier with excellent common mode

rejection to cancel out the crosstalk signal. A temperature compensation resistor is an

essential part of any piezoresistive readout circuit, and the concept is simply extended to
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compensate for spurious signals generated by the on-chip actuator. There are three major

sources of crosstalk: mechanical, electrical and thermal.

Mechanical crosstalk

Recall that the output of a Wheatstone bridge can be calculated from

∆Vout =
1
4

∆R
R

Vbridge. (3.33)

The main downside of placing the sensor beyond the end of the actuator is that the

sensor interconnects must pass adjacent to the actuator. The curvature generated by

the actuator induces a bending stress in the force probe which can be transduced into a

resistance change by the interconnects.

Beyond the use of a compensation force probe and utilizing common mode rejection,

there are three specific design strategies that can be used to minimize mechanical crosstalk.

First, the interconnects should be fabricated from a material with a low gauge factor (e.g.

Al) rather than a high one (e.g. Si). Second, the resistance of the interconnects should be

as small as possible compared to the piezoresistor resistance so that the magnitude of the

interconnect change in resistance is relatively small. Third, the interconnects should be

placed as near as possible to the neutral axis of the force probe in order to minimize the

stress that they see. Ideally the interconnects would span both sides of the neutral axis so

that the average stress that they experience is negligible.

The force probes (Section 3.1) use relatively thick Al interconnects (400 and 1000 nm

for the piezoelectrically and thermally actuated probes, respectively). The interconnects

are on one side of the neutral axis due to limitations in the fabrication process.

Electrical crosstalk

In contrast with mechanical crosstalk, which is due to a resistance change in the

interconnects and depends on the magnitude of the Wheatstone bridge bias (Figure 5.45),

electrical crosstalk directly generates a spurious voltage signal in the measurement circuit

output.
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There are two types of electrical crosstalk: direct and capacitive. Direct crosstalk would

results from direct electrical coupling between the actuator and sensor. For example, if

the pn junction isolation between the thermal actuator and piezoresistive sensor broke

down then the actuator would directly inject electrical current into the sensor circuit.

Fortunately, this did not prove to be an issue with the force probes because the electrical

isolation between the actuator and sensor is much larger than the piezoresistor impedance.

For example, the back-to-back pn junctions on the thermally actuated probes yields an

impedance of at least 50 MΩ and the oxide underneath the piezoelectric actuator stack

yields an impedance of greater than 1 GΩ compared with a piezoresistor impedance on the

order of 2-5 kΩ.

Capacitive crosstalk is the far larger problem. Variation in the actuator voltage injects

a capacitive current into the sensor circuit, and the piezoresistor impedance transduces

the electrical current into a voltage. Capacitive crosstalk occurs through both the

substrate underneath the actuator and through the narrow gap separating the actuator and

interconnects (Figure 3.1).

Two approaches were taken to minimize capacitive crosstalk through the substrate.

First, the silicon underneath the actuators is heavily doped and grounded in order to provide

a low impedance path to ground. Second, the silicon at the edge of this isolation diffusion

well is etched away in order to decrease the capacitance between the n-type well and the p-

type substrate. Mismatch in the lateral capacitance between the actuator and interconnects

between the main and compensation probes (recall that only the mismatch matters) is

inevitable, and we will discuss circuit-level compensation techniques in Section 5.6.

Thermal crosstalk

Doped silicon resistors are excellent temperature sensors. Their resistance change with

temperature can be approximately calculated as

R = R0(1+α∆T ) (3.34)

where α is the temperature coefficient of resistance (TCR). The highly doped silicon

utilized for the piezoresistors exhibited a a TCR between 1100 and 1500 ppm/K based
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upon calibration experiments. Note that the TCR for doped silicon is positive (resistivity

increases with temperature) because the carrier concentration remains fairly constant but

carrier-phonon scattering increases with temperature, while it is negative for intrinsic

silicon because thermal carrier activation is the dominant process. For comparison, pure

aluminum and other metals of practical interest have TCRs on the order of 4000 ppm/K.

As in the case of mechanical crosstalk, temperature fluctuations are transduced into a

resistance change. Consider a Wheatstone bridge composed of four resistors. If the average

temperature of one of the resistors changes, the output voltage varies as

∆Vout =
1
4

∆R
R

Vbridge (3.35)

=
1
4

α∆TVbridge. (3.36)

For a bridge bias of 1 V and piezoresistor TCR on the order of 1500 ppm/K, a

temperature change of just 3 mK is sufficient to generate an input referred voltage change

equal to the piezoresistor noise floor (approximately 1 µV).

This calculation illustrates two issues: the need for a temperature compensation

resistor for any piezoresistive device (silicon or metal), and the complications inherent

in integrating thermal actuation with piezoresistive sensing. A theoretical calculation of

thermal crosstalk is presented in Figure 3.9, illustrating that the average temperature change

of the piezoresistor during thermal actuation is large enough (roughly 250 mK) that a

common mode rejection approach is absolutely esssential. In practice, relying on common

mode rejection is not sufficient due to mismatch between the main and compensation force

probes on a device, but resistive compensation can be readily added to the actuation circuit

(Section 5.6).

3.4 Practical design issues

A number of practical issues had to be solved during the force probe design. In this section,

I’d like to highlight a few of the issues that were considered.
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Figure 3.9: Example of thermal crosstalk within a thermally actuated force probe. As in
many of the other actuator examples, we use a 61 µm long sensor at the end of a 60 µm
long actuator. The power dissipation (top) and resulting temperature distribution (bottom)
with the actuator turned on (blue) and off (orange) are presented for a probe operated in
water with Wheatstone bridge and actuator bias voltages of 1 V. The average piezoresistor
temperature change during actuation is on the order of 250 mK.

3.4.1 Die layout

One of the most important design requirements for the force probe was that it needed to be

compatible with a 1 mm working distance upright microscope for the mammalian hair cell

experiments. The conventional measurement setup with a pipette-based force probe was

shown in Figure 1.9. This chapter has focused on the microscale design of the force probe,

but microscope compatibility depends on the macroscale design of the silicon die that the

force probe is attached to.

The size and shape of the silicon die was specifically designed to fit underneath a 1

mm working distance upright microscope objective (Figure 3.10). The extension is 5 mm

long, 400 µm wide and 400-500 µm thick and is about six orders of magnitude stiffer than

the force probes (103 N/m vs. 10−3 N/m). The extension introduces a spurious resonant

mode into the force probe response near 20 kHz (Figure 5.40), but the vibration is small

compared with the overall movement of the probe and is not detectable in the force probe

step response. Both the silicon extension and the printed circuit board that the device is
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Force probe
Patch clamp

Excised tissue sample

Figure 3.10: The devices are designed to fit underneath a 1 mm working distance upright
objective. The force probe sits at the end of a 5 mm long, 400-500 µm thick, 400 µm wide
silicon extension and is shifted as far to the left as possible so that it can be used to apply
and measure either in-plane or out-of-plane forces to a sample.

mounted on (presented in Appendix C) need to be narrow enough to avoid running into the

microscope objective.

In addition to being mounted on the end of a long extension, the force probe is shifted

as far to the left as possible so that the probe can apply in-plane forces to a sample without

the edge of the die crashing into the sample first. The first generation probes (Appendix F)

did not include this feature and were not usable for hair cell experiments.

3.4.2 Depletion layers

The force probes combine a heavily doped (1020 cm−3) n-type piezoresistor with a lightly

doped (1015 cm−3) p-type background. Accordingly, the depletion region around the

piezoresistors extends roughly 2.5 µm into the lightly doped substrate (if the substrate

is grounded and the piezoresistors are biased to approximately 1 V). If two n-type regions

are separated by a distance comparable to the depletion width then a significant amount of

electrical current will be shunted between them, also known as punchthrough. This poses
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a problem for both the piezoresistor and the thermal actuator heater, where the electrical

current should be forced around the resistive loops rather than shunted around them. The

reader is referred to Ref. [211] for the pn junction working equations.

Ideally the background dopant concentration would be higher in order to reduce the

depletion width and reduce the leakage current across the pn junction [211], but the

background concentration was set by the availability of 100 mm SOI wafers with roughly

300 nm thick device layers from Soitec. The background concentration could be increased

through a combination of boron ion implantation or diffusion and a long anneal at the

possible expense of additional lattice damage and 1/f noise.

Instead, the force probes were simply designed with the wide depletion region in mind.

Note that in Figure 3.1 there is an air gap between the two piezoresistor contacts, and the

silicon between the piezoresistor legs is etched away. The air gap extends 3 µm beyond the

end of the piezoresistor contacts so that the depletion regions are well separated. One

benefit of the wide depletion region is a reduction in the junction capacitance, which

reduces the capacitive crosstalk from the junctions.

An additional potential shunt resistance is leakage current across the reverse biased pn

junction. The leakage current is proportional to the exposed area of the pn junction, which

is fortunately quite small because the entire SOI device layer is n-type doped underneath the

contacts and piezoresistors. In other words, for thin SOIs where the device layer is doped

throughout the thickness (or where the thickness is much smaller than the depletion length)

the leakage current is set by the perimeter of the doped area rather than the area underneath

the doped regions. The typical reverse biased impedance between a piezoresistor and the

substrate was at least 10 MΩ, at least three orders of magnitude larger than the piezoresistor

impedance.

3.4.3 Excess electrical resistance

In addition to maximizing the impedance of shunts in the piezoresistor circuit, the

impedance of the interconnects and contacts should be minimized. Excess resistance

reduces the resistance factor (Section 2.4.2) which reduces the piezoresistor sensitivity and

adds additional Johnson noise. In addition, current crowding in the contacts can increase
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Figure 3.11: Contact resistivity as a function of n-type dopant concentration for Ti and Al
metallization. The contact resistivity is calculated following Ref. [363]. In theory, both Ti
and Al metallization can achieve a contact resistivity of less than 1 µΩ-cm2 for a dopant
concentration of 1020 cm−3. In practice, we found that the effective contact resistivity was
on the order of 10-20 µΩ-cm2 for an optimized doping and Ti-based metallization process.

the 1/f noise of the piezoresistor [207].

The interconnects are fairly straightforward to design. They should be as thick, wide

and as short as possible and be composed of a high electrical conductivity material.

Aluminum serves this purpose quite well, with a resistivity on the order of 3 µΩ-cm in

contrast with a minimum resistivity on the order of 1100 µΩ-cm for single crystal silicon

doped to 1020 cm−3 with phosphorus. A 1 µm thick, 30 µm wide and 5 mm long Al

interconnect (30 mΩ/�) adds a series resistance of approximately 5 Ω, negligible compared

to the 2-5 kΩ piezoresistor impedance.

The contact resistance is more problematic, and I highly recommend Ref. [364] as an

introduction to contact modeling and characterization techniques. In theory, the contact

resistivity of Al to n-type Si doped to 1020 cm−3 should be less than 1 µΩ-cm2 (Figure

3.11), where the contact resistivity is calculated as a function of the contact barrier height

and dopant concentration from the model presented in Ref. [363].

Ti presents a lower barrier height than Al to n-type Si [365] and doubles as a contact

diffusion barrier [366, 367]. In theory, both Ti and Al metallization can achieve a contact
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resistivity of less than 1 µΩ-cm2 for a dopant concentration of 1020 cm−3. In practice,

we found that the effective contact resistivity was on the order of 10-20 µΩ-cm2 for an

optimized doping and Ti-based metallization process. Note that the contact resistivity

decreases three orders of magnitude if the dopant concentration at the piezoresistor surface

is increased from 1019 to 1020 cm−3. If the piezoresistor is lightly doped then it is important

to add a second doping step to the fabrication process in order to minimize the contact

resistivity and sheet resistance of the silicon underneath the contacts.

The piezoresistor contacts on the devices fabricated in Chapter 4 ended up being

approximately 3 µm wide and 16 µm long. In a simple zero-dimensional model, the contact

resistance could be calculated from

Rcontact =
ρcontact

wcontactlcontact
(3.37)

where wcontact and lcontact are the width and length of the contact while ρcontact is the

contact resistivity. Assuming a contact resistivity of 10 µΩ-cm2, the contact resistance

would be 22 Ω.

However, the contacts are relatively long and narrow and the silicon underneath the

contact has a much higher sheet resistance than the Al, so a one-dimensional transmission

line model for the contact resistance would be more appropriate. Following Ref. [368], the

contact resistance can be calculated as

Rcontact =

√
Rsρcontact

wcontact
coth

(
lcontact

√
Rs

ρcontact

)
where Rs is the sheet resistance of the underlying silicon, assumed to be much less

than the metal. A typical piezoresistor sheet resistance described in Chapter 4 is 110 Ω/�,

leading to a contact resistance of 110 Ω. If the contact doping is increased to yield a sheet

resistance of 20 Ω/� then the contact resistance drops to 50 Ω, even neglecting the contact

resistivity reduction that would likely accompany the increased doping.

To summarize this section, in designing a force probe you should use metal rather

than silicon interconnects, maximize the area of the contacts, select an appropriate contact

resistance model and dope the contacts as highly as possible.
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+5 V

INA

Figure 3.12: Summary of the sensor signal conditioning circuit. The Wheatstone bridge
bias is generated by a 5 V voltage reference, adjusted downward using a potentiometer
and buffered. The Wheatstone bridge consists of two potentiometers and the main (Rpr)
and compensation (Rtc) force probes. The Wheatstone bridge output is amplified using
an instrumentation amplifier, amplified further with an inverting amplifier and low pass
filtered before it is sampled.

3.5 Circuit design

The force probe sensor and actuator performance depends strongly on the design of their

circuit interface. Just one example of the tight coupling between the device and circuit

performance is the effect of amplifier noise on the piezoresistor force resolution (Section

2.4.1). In this section we will discuss the design of the circuit used to interface with the

force probes. The complete circuit schematic and printed circuit board (PCB) layout as

well as important implementation details are presented in Appendix C.

The circuit has three main jobs. First, the circuit must provide an adjustable, low noise

voltage source for the Wheatstone bridge. Second, the circuit needs to amplify the output of

the Wheatstone bridge for downstream data acquisition. Finally, the circuit must include a

high bandwidth amplifier to drive the on-chip actuators and provide a means to compensate

any capacitive crosstalk between the actuator and sensor.

The bias generation and signal conditioning portions of the circuit are summarized
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in Figure 3.12. The Wheatstone bridge bias is generated by a 5 V voltage reference

(e.g. ADR445), adjusted downward using a potentiometer and buffered (AD8671). The

Wheatstone bridge consists of two potentiometers and the main (Rpr) and compensation

(Rtc) force probes. The Wheatstone bridge output is amplified using an instrumentation

amplifier, amplified further with an inverting amplifier and low pass filtered before it is

sampled.

A voltage reference is used to generate the bridge bias to reduce the power supply

noise in the system. The voltage reference rejects ripples in the power supply below 1

kHz exceptionally well, which greatly reduces the system noise compared with the power

supply used to bias the circuit (HP E3631A). A comparison between the power supply and

voltage reference voltage noise spectra, as well as the corresponding piezoresistor noise

spectra, are presented in Figure 3.13. The voltage reference decreases the power supply

noise peaks by an order of magnitude below 1 kHz, resulting in significantly better system

noise performance. Ripple in the Wheatstone bridge bias couples into the sensor output

due to imperfect matching between the two sides of the bridge, which limits the common

mode rejection ratio (CMRR) of the circuit.

The Wheatstone bridge output is amplified 100-fold using a high bandwidth instru-

mentation amplifier (INA103). The amplifier gain is set below its maximum (1000-fold)

in order to maintain a -3 dB bandwidth of 800 kHz. Additional gain is provided by an

inverting amplifier (THS4031). The op-amp and feedback resistors are chosen so that their

noise is roughly 50-fold smaller than the system noise at this intermediate point in the

circuit. A switch on the PCB allows adjustment of the feedback resistor in order to select

variable gain amplifier (VGA) gains of 1-, 10- or 100-fold.

The selection of the instrumentation amplifier plays a large role in the noise perfor-

mance of the system. Figure 3.14 compares the integrated input referred voltage noise of

the measurement system from 1 Hz to 10 kHz for two typical instrumentation amplifiers

as a function of the source impedance presented by the piezoresistor. The INA103 has

low voltage noise and high current noise, so performs best with a relatively low source

impedance. In contrast, the AD8221 has high voltage noise and low current noise, so yields

lower noise for piezoresistors above 4 kΩ. The bandwidth of the INA103 and AD8221

are on the order of 800 and 100 kHz for G = 100. The amplifier noise and bandwidth
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(a)

(b)

Figure 3.13: Comparison between the noise performance of power supply and voltage
reference based Wheatstone bridge bias sources. (a) The voltage reference decreases
the power supply noise peaks by an order of magnitude below 1 kHz, resulting in (b)
significantly better system noise performance.

performance are included in the numerical cantilever optimization model.

The force probes are mounted on a custom PCB that is connected to the amplifier circuit

PCB using a shielded RJ45 cable. The details of the device cable and power supply cables

are presented in Appendix C. The cable shield is directly connected to the PCB ground in

order to reduce capacitive crosstalk, ground the force probe PCB ground planes and reduce

electromagnetic interference. Directly connecting the cable shield to the ground plane on



234 CHAPTER 3. FORCE PROBE DESIGN

INA103

AD8221

Figure 3.14: Measurement circuit noise as a function of source impedance for two typical
instrumentation amplifier options. The low voltage noise and high current noise of the
INA103 compared with the AD8221 leads to inferior performance above a piezoresistor
resistance of 4 kΩ. The amplifier performance should be considered during piezoresistor
design for high performance devices.

the circuit avoids the formation of a ground loop, which would occur if a separate cable

was used to connect the two.

The design of actuator drive and crosstalk compensation portions of the circuit will

be discussed in Sections 5.6.1 and 5.6.2. Essentially, the actuator drive is generated by a

computer controlled digital-to-analog converter (DAC), buffered with an op amp and used

to drive the actuator. The buffer is required in order to compensated for the limited slew rate

and output current of the DAC. Several potentiometers and variable capacitors are added

to the circuit in order to compensate for mismatch between the main and compensation

force probes. The circuit can be operated in either a single ended or differential drive

configuration through the addition of a fully-differential op-amp (THS4131). As for the

rest of the circuit, the implementation details are presented in Appendix C.



Chapter 4

Fabrication

In this chapter we will translate the optimized force probe designs from the last chapter

into working devices. We will discuss the mask layouts, wafer layouts and device layouts

before moving on to the process flows. Detailed process runsheets and recipes are presented

in Appendix E. Device performance will be discussed in the next chapter. Many of the

fabrication and design features were developed from the lessons learned in fabricating an

earlier generation of devices, described in Appendix F. We will begin by discussing some

fabrication process fundamentals.

4.1 Processing fundamentals

The starting wafers for the fabrication process are 100 mm diameter, (100) oriented double-

side polished p-type SOI wafers. The SOIs were sourced from Soitec and had device layer,

buried oxide (BOX) and handle wafer thicknesses of 340 ± 44 nm (µ±3σ ), 400 or 1000

± 7.5 nm, and 400 to 500 µm, respectively. The background resistivity of the device layer

was 10-20 Ω-cm.

I had the good fortune of processing my wafers shortly after an ASML PAS 5500/60

stepper with backside alignment capability was installed in the SNF. The ASML is a 5:1

reduction stepper that combines an i-line source (365 nm) and 0.54 numerical aperture

(NA) lens to achieve resolution of approximately 500 nm in practice. The frontside-to-

frontside and frontside-to-backside overlays of the system are typically on the order of 15

235
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5 in

18 mm

22.6 mm

1.2 mm

Figure 4.1: (left) The reticles used in the ASML PAS 5500 stepper are 5 inch quartz plates
with a thin chrome coating. A 18 mm x 22.6 mm (at the wafer scale) region in the center
of the reticle is usable for device layout. (right) Reticle layout consists of placing images
on the reticle. A small gap is required between images in order to allow the stepper blades
to select the image to expose. Spacing of at least 1.2 mm is recommended.

and 25 nm, respectively.

The data on the reticle consists of a series of images that, when properly combined on

the wafer, can produce a single device. A jobfile specifies where each image should be

located within a cell on the wafer (Figure 4.2). Each cell consists of multiple devices, and

the cell is repeated across the wafer, yielding multiple copies of each device design. As

drawn in Figure 4.2 there are six devices in each cell, with each device consisting of three

images (frontside, backside, bondpads). Devices that are too close to the edge of the wafer

(shaded red) are manually removed from the jobfile so that they are not exposed. This is

a particular issue for processes that include a through-wafer etch step, where etching too

close to the edge can lead to weaken the wafer. A 5 mm edge exclusion zone was used for

all of the jobfiles.

The ASML uses a 5 inch quartz mask with a usable area of 18 mm x 22.6 mm at the

wafer scale (90 mm x 113 mm at the reticle scale) as shown in Figure 4.1. During device

layout, the reticle is drawn in a computer program (L-Edit) to define the regions on the
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Jobfile

Figure 4.2: A jobfile maps images between the reticle (left) and the wafer (right). The three
images on the reticle represent a frontside, backside and bondpad layers that could be used
in a simple three-layer piezoresistor process. The jobfile maps each image to a layer within
a cell. A cell (consisting of six devices as drawn) is repeated across the wafer. Devices
that cross the edge exclusion zone of the wafer (drawn red) are manually removed from the
jobfile.

quartz mask where chrome should be removed (i.e. the mask is drawn data clear). A small

gap is required between the images on the reticle in order to allow the stepper to select the

image to expose via a set of blades. If the images are too close to one another and/or the

layer is overexposed then neighboring images can bleed into one another. The minimum

image spacings recommended by ASML and the SNF are 1.24 and 1.4 mm at the wafer

scale, respectively. I used an image spacing of 1.2 mm without any noticeable problems.

The number of devices that can be fabricated on each wafer depends on two main issues.

First, the devices need to be spaced sufficiently far apart so that the wafer does not crack

after the backside etch step. The die size (2.7 x 8.15 mm) and spacing between devices (2

mm) yielded 105 devices per wafer. Second, the backside etch area needs to be minimized

in order to reduce loading during the deep reactive ion etching (DRIE) step; etching less

than 10% of the wafer area is a good rule of thumb [369]. The exposed area on all of the

wafers that were processed was less than 3%. The reticles and wafer layouts are shown in

Appendix D. Four reticles (fast-probe-1, -2, -3 and -4) were used to fabricate the devices

discussed in this chapter, while two reticles (fast-pr-1 and -2) were used for the fabrication
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run discussed in Appendix F.

The use of a stepper rather than a contact aligner for lithography provides several

practical benefits. The first benefit is the improvement in resolution, allowing the force

probe dimensions to be minimized. The probe designs assume a 0.5 µm minimum feature

size and an overlay tolerance of 0.25 µm for contact vias. The second benefit is that

the reticle and wafer layouts are decoupled, increasing the flexibility of the process and

allowing devices to be stitched together from multiple images as shown in Figure 4.3.

Although the force probe die are large, only a small region changes between designs.

The probes were defined using a 60 x 340 µm image (Figure 4.3b). In order to stitch

images together, a region was left unexposed on the large, shared image and filled in later

with the smaller, unique images. The unique images were designed to include several

microns of overlap when possible and were designed so that any seams would not impede

device operation. The downside of image stitching is increased exposure time; rather than

a device consisting of a single exposure, with stitching it could consist of up to five separate

exposures. Stiching increases the flexibility of the lithography process and allows utility

images (e.g. 100 x 100 µm squares) to be included on the reticle. The mechanics of the

ASML backside alignment system (3D align) and image stitching are discussed in more

detail by Nahid Harjee in Ref. [329].

After the wafers have been completely processed the devices need to be released from

the wafer. Conventional approaches to device release include wafer sawing and, more

recently, laser dicing. Unfortunately, neither technique is suitable for our extremely soft

and fragile force probes. We opted to use the snap tab approach that has been used for

several generations of piezoresistive cantilevers developed at Stanford.

An example of a released device and the snap tab release process is illustrated in Figure

4.4. Force applied to the silicon die induces a tensile stress in the top surface of the snap

tabs. The force is usually applied with a set of tweezers or other small but not overly sharp

object. Plastic tweezers (e.g. Delrin) work particularly well.

The peak tensile stress in the tabs can be roughly calculated from

σtab

F
=

3ld
wtabt2

wafer
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Figure 4.3: Image stitching enables the conservation of reticle space. Only a small portion
of the device varies between designs, so the majority of the device can be patterned with a
large, shared image (a) while the design of the force probes (b) can be adjusted by exposing
them separately. The probe image overlaps the base image by several microns so that seams
are not present. Multiple exposures can also be extended to die labeling; in this case the
device is labeled 01 using separate number images.

where ld is the distance from the base of the snap tabs to where the force is applied,

wtab is the width of each tab and twafer is the thickness of the wafer. Rather than trying to

quantify the force required to break the snap tabs, we want to qualitatively note that the

force required should scale as 1/ld, wtab and t2
wafer, and should not depend heavily on the
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(a)
F

(b)

Figure 4.4: The force probes are released from the wafer using snap tabs defined during the
backside etch step. (a) A released device with broken snap tabs is shown. The metal lines
were slightly damaged by pressing on them with the tweezers. (b) The snap tabs break
when a force is applied to the silicon die. If the tabs are too stiff then the tabs can be lightly
scribed in order to initiate a crack for easier device release (dashed line).

length of the tabs.

The force probes were designed with 200 µm wide snap tabs and the force was applied

about 1.5 mm away. These snap tabs were far too stiff, and excessive force led to wafers

cracking and reduced device yield. In order to solve this problem, the snap tabs were

lightly scribed (Figure 4.4b) in order to form cracks at the surface. The cracks allowed the

devices to be removed from the wafers with much lower forces and increased device yield

dramatically. Although scribing generated particles, the force probes were far enough away

that the particles did not cause any issues. The device layer was not etched on top of the

snap tabs; etching it may have helped in making the tabs easier to snap.

4.2 Device design

The force probes were fabricated from September 2010 through May 2011. Within the run

there were several process flow iterations in order to solve problems encountered during

fabrication, which will be discussed in detail. Three types of force probes were fabricated:

sensor-only (PR), thermally actuated (PRT) and piezoelectrically actuated (PRPE). In this

section we will discuss their layout and fabrication, drawing upon the lessons from the first

fabrication run (Appendix F).
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Figure 4.5: PR device layout. (a) The die is long and skinny in order to fit underneath a
1 mm working distance objective. (b) Probe layout, showing the relatively large diffusion
well and Al-stiffened base. (c) Scalebars and chip art located on every device. (d) Detail of
the on-chip temperature compensation resistors.

4.2.1 Sensor-only probes

An overview of the PR device layout is shown in Figure 4.5. The overall die layout is

shown in Figure 4.5a. The backside etch trench that traces the silicon die is 100 µm wide.

If the release trench is too narrow then the etch rate suffers and, in extreme cases, the trench

can pinch itself off. If the trench is too wide then the sidewalls will be less vertical. The

trench size was selected by running several test wafers through the backside DRIE release

process. Multiple trench size variations (100, 200 and 300 µm) were included on the reticle

for flexibility.
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The Al interconnect layer is shown in gray as data clear. The interconnects connect

the 100 x 100 µm bondpads with the piezoresistors. The bondpads allow the piezoresistor

resistor (PR), temperature compensation resistor (TC) and two unreleased silicon resistors

that were not used in practice. The bottom bondpad in the middle of the die provides

contact to the substrate, whereas the rest of the bondpads sit on a thin layer of SiO2 for

electrical isolation.

A closeup of the main and compensation force probes is shown in Figure 4.5b. The

width of the piezoresistor legs is either 0.5 or 1 µm in all of the device designs. Rather than

attempting to diffuse dopants into such a small gap, a larger region is doped (shaded red)

and the unwanted silicon is etched away in order to form the resistive loop. By limiting

the region of doped silicon to just the piezoresistor loop, rather than the entire length of the

probe, curvature is kept to a minimum.

The depletion region extends about 2.5 µm into the p-type material due to the high

background resistivity of the wafers (Section 3.4.2). Material is etched away 3 µm beyond

the end of the diffused region at the base of the probe in order to ensure that the two

depletion regions do not connect. A crack is intentionally etched into the BOX (Figure

4.5b). The crack surrounds the force probes and increases the device yield during the

fabrication process.

The metal interconnects extend onto the base of the force probe, forming a 20 µm long

stiffened portion. This design was chosen in order to minimize variation in the resonant

frequency and stiffness of the probe with variation in back-to-front misalignment from the

backside DRIE. But this approach has two downsides. The first is that the CTE mismatch

between the metal and silicon leads to variation in deflection with temperature (Table 3.1).

This was not a problem in practice due to the short timespan of the hair cell experiments.

The stiffener could alternatively have been made from silicon at the expense of additional

process complexity. The second downside of this approach is that the contacts are fairly

small at 3 µm wide by 16 µm long with a 500 nm gap between the edge of the vias and the

edge of the probe to allow for misalignment. As we will see, contact resistance proved to

be a substantial problem.

A closeup of the scalebars and chip art included on every device is shown in Figure 4.5c.

The greyhound is composed of 1 x 1 µm squares and gives the force probes an important
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Figure 4.6: Scanning electron micrograph of a greyhound etched into a 300 nm thick SOI
device layer. The greyhound is composed of 1 x 1 µm squares and gives the force probes
an important speed boost.

speed boost. A fabricated greyhound is shown in Figure 4.6. The scalebars were helpful in

assessing the backside DRIE undercut because the device layer is thin enough to transmit

light.

The on-chip temperature compensation resistors are shown in Figure 4.5d. The oxide

via and diffusion layers from the released probes are recycled for the on-chip resistors, with

just a new frontside etch image required to etch around the resistor. The contact regions

on all of the piezoresistors, both released and unreleased, are identical. As noted earlier,

the unreleased resistors were not used in practice. They were intended to simplify the

measurement circuit, allowing a single potentiometer to balance the bridge, but we found

that resistor mismatch usually necessitated the use of two potentiometers.
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Figure 4.7: PRT device layout. (a) Overall layout of the probe. (b) Detailed view of
the base of the die, showing the n-type diffusion well that runs underneath the actuator
lines and the narrow trench etched around the well. The substrate contact provides an AC
ground for the diffusion well. (c) Detailed view of the probe. The heater portion consists
of Al interconnects that make contact with a silicon resistor that runs in a loop underneath
the Al lines in the center of the probe.

4.2.2 Thermally actuated probes

The PRT device layout is shown in Figure 4.7. The overall shape and size of the silicon

die is identical to the PR layout. Four bondpads and metal lines are added to the device to
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provide electrical access to the resistive heaters used for actuation.

One important feature of the design is the diffusion well and etch trench that electrically

isolates the actuator lines from the sensor lines (Figure 4.7b). The region underneath the

actuator interconnects is doped during the formation of the piezoresistor in order to provide

a low impedance path to an AC ground. The isolation well extends 20 µm on either side of

the actuator lines. Although the depletion region between the well and p-type background is

fairly wide (2.5 µm as noted earlier), a 15 µm trench is etched into the device layer around

the isolation well in order to further reduce the capacitive coupling between the actuator

and sensor lines. The isolation well is connected to the substrate contact to provide an AC

ground.

The probe design is shown in Figure 4.7c. The actuator interconnects make contact with

the silicon heater via 4 x 17 µm contact windows. But the actuator interconnects continue

beyond the vias because the expansion of the metal is the actuation source for the PRT

probe. The gap between each of the four metal lines at the base of the probe is 2 µm and

the minimum width of the metal is 2 µm. The isolation well and isolation trench follow the

actuator interconnects to within 7 µm of the silicon heater. The depletion regions occupy 5

µm of the gap with a 2 µm gap to allow for misalignment. The gap between the end of the

silicon heater and the piezoresistor is 16 µm. The small gap between the isolation well and

the heater was a source of concern during processing and we will return to it later.

4.2.3 Piezoelectrically actuated probes

The PRPE device layout is shown in Figure 4.8. The layout and design features of the

PRPE probe are nearly identical to the PRPE probe. The top and bottom PE layers are

shown as data dark rather than data clear for improved clarity.

The actuator is a sandwich structure, so a single broad electrode runs along the length fo

the long extension rather than two adjacent electrodes. As in the case of the PRT design, an

isolation well and trench separate the actuator from the sensor (Figure 4.8b). The bondpads

for the bottom PE electrodes are on the inside of the die while the bondpads for the top

electrodes are on the outside.

A detailed view of the PRPE probe is presented in Figure 4.8c. As in the case of the
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Figure 4.8: PRPE device layout. (a) Overall layout of the probe. (b) Detailed view of the
base of the die, showing PE electrode bondpads, isolation well and isolation trench. (c)
Detailed view of the probe. The gap between the actuator and Al is 2 µm.

PRT design, the PR interconnects run along the outside of the probe and are 2 µm wide

with a 2 µm gap between them and the PE stack that runs along the center of the probe. The

actuator stack is 12 µm occupying slight more than half of the width of the 20 µm wide

base of the probe. The isolation trench runs to within 25 µm of the piezoresistor diffusion,

while the isolation well continues to within 6 µm of the piezoresistor diffusion. As in the

case of the PRT probe, this small gap became an issue during probe fabrication.
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Figure 4.9: Additional device designs. Every wafer included (a) electrical test structures,
(b) test coupons for SRA/SIMS and ellipsometry, and sensors intended for surface stress
measurements based upon either (c) piezoresistive cantilevers or (d) a combination of
piezoresistive and piezoelectric cantilevers.

4.2.4 Miscellaneous designs

Other designs that were included on every wafer are shown in Figure 4.9. The electrical

test structure die is shown in Figure 4.9a and includes four types of test structures. The

bottom left of the die has Van der Pauw Greek cross structures of three different sizes

for measuring the sheet resistance of the piezoresistor. The top left of the die has Kelvin

bridges of three different contact sizes for measuring the contact resistivity. On the right

side of the die are three linear resistors of varying widths used to measure the effective

resistor width including systematic biases from the lithography and etch steps. The top

and bottom corners of the right side contain four resistors arranged for measuring the noise
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Figure 4.10: The exposure grid and test features used to calibrate the exposure dose for
each layer. The ideal exposure dose varies substantially depending on the films underneath
the photoresist, even for the same photoresist thickness, making it essential to characterize
each lithography step. The exposure grid was particularly important due to the 0.5 µm
alignment tolerance used in the device layout. The feature sizes and spacings are indicated
(in µm) by the text labels.

characteristics of the diffused resistors. The Kelvin bridge and Van der Pauw structures

were essential in characterizing the processed wafers and should always be included.

Interested readers are referred to Refs. [370] and [285] for test structure overviews.

A blank test coupon (Figure 4.9b) was also included on the wafers and served two

purposes. During processing, the coupon was used for ellipsometry measurements to

monitor the oxidation and etch steps in the process and to measure the final thickness

of the device layer. After processing the coupons were snapped out of the wafer and used

for SRA and SIMS measurements of the dopant concentration profile. Both undoped and

doped coupons were fabricated on each wafer.

Surface stress sensors for chemical sensing were fabricated during the second and third

fabrication runs for a side project with Ali Rastegar. The surface stress sensor design will

not be discussed in this thesis, but the optimization code can be used to design them. The

device fabricated on the PR and PRT wafers is seen in Figure 4.9c and includes two released

cantilevers, two unreleased TC resistors and a substrate contact. The device fabricated on

the PRPE wafers is seen in Figure 4.9d and includes both a PR and PE cantilever in order

to combine both surface stress- and mass-based sensing modalities.

The exposure calibration image used to calibrate the exposure dose for each layer of
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Figure 4.11: Wafer layout. The force probes are colored green, chemical sensors are
blue, exposure grids are red, test die are orange, open areas for ellipsometry are gray and
alignment marks are black. A 5 mm edge exclusion zone was included in the device layout.
Four of the test die are used for electrical test structures and the other four are used for
SRA/SIMS measurements.

the process is shown in Figure 4.10. An exposure grid, isolated lines and line arrays are

included in the image on the reticle. The ideal dose depends on a number of variables,

particularly the optical properties of the films underneath the photoresist, and certain layers

in the process were intentionally under- or overexposed in the course of the process. The

exposure dose values included in the runsheet (Table E.4) represent the optimized settings.

4.3 Wafer layout

All three device varieties used the same wafer layout, shown in Figure 4.11. The 14 device

designs are placed in a 7 x 2 grid within each cell with a 2 mm gap between images.
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A column of additional devices is placed at the right side of each cell containing three

chemical sensor devices, an exposure grid for each layer, a 2 x 2 mm open area and either

a test structure or test coupon (four of each variety were fabricated on each wafer). Each

wafer yielded 105 devices. The wafers used PM alignment marks, with four marks for

frontside alignment and four additional marks for backside alignment. All metal layers are

removed from the 2 x 2 mm test areas so that the thickness of the Si/SiO2 stack formed

during the process can be measured. The area is large enough for access using the variable

angle spectroscop ellipsometer in the lab.

The job files were defined using Jobscripter, a program developed by Rishi Kant.

Jobscript translates a spreadsheet into a job file using the ASCII import/export functionality

of the ASML workstation software. The total number of images in the job (including all

layers) was greater than limit allowed by the ASML software, so each layer was output as

an individual job file. Generating the PR, PRT and PRPE job files manually in the ASML

software would have taken 2-3 weeks even as an experienced and relatively fast user. In

contrast, generating the job files in Jobscripter took about 2 days of work and a little bit

of trial and error. I can not recommend the use of Jobscripter highly enough for anyone

developing a moderately complex processor on an ASML stepper. Sample spreadsheets for

Jobscripter are available upon request.

4.4 Process flow

In this section we will describe each of the process flows in detail. We will describe the

challenges encountered during processing and the process flow iterations after describing

the each of the finalized process flows. Three varieties of probes were fabricated (PR,

PRT and PRPE) and types of substrates were used (SSP, POI and SOI). The entire 84-step

runsheet that can be used to fabricate all three probe varieties is presented in Table E.4.

Single side polished (SSP) wafers were used to test the frontside wafer processing steps

and to fabricate batches of electronic test structures in order to optimize the diffusion and

metallization processes. Poly-on-insulator (POI) wafers batch manufactured in the SNF in

order to test the entire process flow and to provide functional test probes. The POIs were

fabricated in 25 wafer batches using the seven step process described in Table E.5 and they
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(d)
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(g)

(h)
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p-type Si SiO2

n-type Si Al

Figure 4.12: Second generation PR process flow. (a) Alignment marks are patterned and
etched. (b) The wafer is oxidized, an additional layer of LTO is deposited, and the wafer
is annealed. Windows in the oxide are opened for the contact diffusion. (c) The oxide
windows are opened further for the piezoresistor diffusion. (d) The oxide is stripped and
the frontside of the wafer is etched to define the force probe. (e) An LTO isolation layer
is deposited and vias are opened before (f) the Ti/Al metal layer is deposited and etched
back. (g) An additional layer of LTO is deposited to seal the metal and cracks are patterned
into the LTO/BOX stack. (h) The backside of the wafer is patterned and etched via DRIE
before (h) the BOX and LTO layers are removed via vapor HF.

were instrumental in developing the fabrication process and experimental methods. The

SOI wafers combined a 340 nm thick device layer with either a 400 or 1000 nm thick BOX.

The former variety had fewer problems with BOX cracking and oxide undercut during the

release process.

The PR process is illustrated in Figure 4.12. The devices are fabricated using a seven

mask process. Process details, such as wafer handling issues and etch recipes, are presented

in Appendix E. At the start of the process the wafers are labeled with a diamond scribe and
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cleaned in piranha to remove the particles. The thicknesses of the device layer and BOX

are measured at 9-points via VASE and the overall thickness of the wafer is measured using

a depth gauge.

Alignment marks are patterned in a 0.7 µm thick layer of SPR955 and etched 1200 Å

into the device layer. The wafer is rotated 45±0.001◦ during the alignment mark exposure

so that the probes will be oriented in the <100> direction±0.5 degrees as set by the device

layer orientation tolerance. After the marks are etched the photoresist is stripped in piranha.

The oxide diffusion mask is formed next. The wafers are diffusion cleaned and a 900

Å thick thermal oxide layer is grown by oxidizing them in steam at 900◦C. The thermal

oxidation decreases the thickness of the device layer from approximately 340 to 300 nm.

An additional 3200 Å thick layer of LTO is deposited on the wafers at 400◦C in order to

increase the thickness of the oxide mask without any further reduction in the device layer

thickness. After the LTO deposition the wafers are annealed in N2 at 1100◦C for 20 hours

in order to densify the LTO and reduce strain gradients in the device layer.

Two separate diffusions are performed. In the first, the piezoresistor contacts are POCl3
doped at 900◦C for 20 minutes (Figure 4.12b). The thin layer of PSG formed on the

surface is stripped in a dilute HF solution, leaving the underlying oxide mask intact. In

the second diffusion the window in the oxide diffusion mask is opened further to dope the

entire piezoresistor region at 825◦C for 30 minutes (Figure 4.12c).

All of the remaining oxide is stripped and the device layer is patterned and etched via

RIE (Figure 4.12d). Afterwards the wafer is cleaned and coated with a 2000 Å thick layer

of LTO and contact vias are wet etched (Figure 4.12e). Wet rather than dry etches are used

for all steps that terminate on the piezoresistor to avoid any damage to the surface.

The wafers are coated in metal next (Figure 4.12f). In the sputterer loadlock the wafers

are heated to 200◦C for 3 minutes using quartz lamps to drive off any moisture before

depositing 50 nm thick Ti and 1 µm thick Al layers. As discussed in Section 3.4.3, the

layer of Ti reduces the contact resistance and provides a contact diffusion barrier. The

metal is lithographically patterned and etched back via RIE, stopping on the LTO layer

(Figure 4.12f). Dry rather than wet etching is required due to the thick Al (1 µm) and

narrow metal lines (2 µm). Afterwards the wafers are rinsed in water to eliminate residual

HCl on the wafer before stripping the photoresist mask. The metal RIE etch is one of the
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trickiest steps in the process; it needs to be long enough to eliminate any sidewall stringers.

Next a 4000 Å thick LTO layer is deposited on the wafer and a trench is patterned and

etched via RIE into the oxide around the force probe (Figure 4.12g).

Afterwards the backside of the wafer is patterned and etched via DRIE, stopping on the

BOX (Figure 4.12h). The wafers are shipped to the Lurie Nanofabrication Facility (LNF)

at the University of Michigan for the backside etch. A staff member at the LNF bonds the

device wafer to a carrier wafer using CrystalBond 555 (CB) using a custom bonding tool

that eliminates air pockets in the CB. After the wafers are etched and shipped back to the

SNF, the photoresist is stripped and the wafer is debonded from the carrier by soaking in

70◦C water for 30 minutes. The LTO coating deposited earlier prevents metal corrosion

during this step. Afterwards the wafer is cleaned in new DI water and dried.

The wafers are cleaned in a downstream O2 plasma asher to remove residual polymer.

However a thin layer of fluorocarbon polymer remains on the wafer because it is not volatile

in pure O2 plasma. Without further cleaning a thin web of polymer remains on the wafer,

rendering most of the devices unusable. A second polymer cleanup step is performed in a

CF4/O2 plasma in order to remove the remaining fluorocarbon polymer as in Ref. [371].

Finally, the BOX and LTO layers are etched in vapor HF in order to release the force

probes (Figure 4.12i). The wafers are etched from the frontside, but cracks in the BOX

allow the vapor HF to attack the BOX and LTO layers from both sides at once. The top

LTO coating is approximately the same thickness as the BOX and minimizes undercut of

the LTO layer underneath the metal interconnects. No FGA is necessary and can actually

degrade the contact resistivity depending on the metallization and diffusion processes.

The PRT process is illustrated in Figure 4.13. The fabrication process is identical to the

PR process and similarly uses seven masks. The same LTO and Al thicknesses are used

in both processes. The only changes to the PRT wafers are in the device layout with the

addition of the isolation well, isolation trench, and silicon heater for the thermal actuator at

the base of the force probe.

The PRPE process is illustrated in Figure 4.14. The beginning and end of the process

are identical to the PR and PRT process flow, with the addition of several steps in the

middle for the deposition and patterning of the piezoelectric stack (Figure 4.14d-g). The

additional steps add two lithography steps to the process, bringing the total number of



254 CHAPTER 4. FABRICATION

(a)

(b)

(c)

(d)

(f)

(g)

(h)

(i)

(e)
p-type Si SiO2

n-type Si Al

Figure 4.13: Second generation PRT process flow. (a) Alignment marks are patterned and
etched. (b) The wafer is oxidized, an additional layer of LTO is deposited, and the wafer
is annealed. Windows in the oxide are opened for the contact and isolation well diffusions.
(c) The oxide windows are opened further for the piezoresistor and heater diffusions. (d)
The oxide is stripped and the frontside of the wafer is etched to define the force probe. (e)
An LTO isolation layer is deposited and vias are opened before (f) the Ti/Al metal layer is
deposited and etched back. (g) An additional layer of LTO is deposited to seal the metal and
cracks are patterned into the LTO/BOX stack. (h) The backside of the wafer is patterned
and etched via DRIE before (h) the BOX and LTO layers are removed via vapor HF.

lithography steps up to nine.

After the frontside of the wafer is patterned (Figure 4.14c) a 100 or 250 nm thick layer

of LTO is deposited and the wafers are shipped to OEM Group. Approximately 200 Å of

LTO is sputtered from the surface of the wafer and the PE stack is deposited, consisting of

a 250 Å thick AlN seed, 750 Å thick bottom Mo electrode, 750 Å thick AlN actuator and

500 Å thick top Mo electrode. The LTO layer serves to protect the piezoresistor from the

presputter step and as an etch stop while the PE stack is patterned. The net stress of the
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Figure 4.14: Second generation PRPE process flow. (a) Alignment marks are patterned and
etched. (b) The oxide mask is formed and the contacts and piezoresistors are doped. (c)
The oxide is stripped, the frontside of the wafer is etched before (d) a layer of LTO and the
PE stack are deposited. (e) The top Mo and AlN layers are patterned and (f) the process
is repeated for the bottom Mo and AlN layers. (g) A layer of LTO is deposited and vias
are opened. (h) The Ti/Al metal stack is deposited and patterned. (i) An additional layer
of LTO is deposited and cracks are patterned into the oxide stack. (j) The backside of the
wafer is etched via DRIE before (k) the BOX and LTO layers are etched via vapor HF.

deposited films and an XRD rocking curve are measured by the vendor before the wafers

are shipped back. The stress was typically engineered to −200± 100 MPa in order to
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balance the compressive stress of the LTO and typical rocking curve FWHM values were

3.3-3.5 degrees.

After the PE stack is deposited (Figure 4.14d) a 1 µm thick layer of SPR955 is patterned

and the top Mo electrode is etched in an SF6 plasma (Table E.8). The endpoint of the

etch is detected by monitoring the Mo emission peak, although the timing is not critical

because it terminates on the 7500 Å thick AlN layer, which etches at <10 Å/min. The

photoresist mask is left intact and the AlN actuator is etched in a Cl2 plasma (Table E.7).

The etch consists of a 30 second long BCl3 breakthrough step in order to remove the surface

oxide [372, 373]. While Ar can be added to the main etch step in order to increase the

etch rate [374], we opted to use only Cl2 in order to maximize the selectivity with respect

to the underlying 750 Å thick Mo layer. The AlN recipe etches AlN and Mo at about

540 and 240 Å/min, respectively, making the use of OES endpoint detection important for

this step (Table E.10). Afterwards the wafer is immediately rinsed in DI water in order to

remove residual chlorine and HCl from the wafer and the photoresist is stripped in PRX-127

(Figure 4.14e). All wet processing steps in which Mo is exposed are performed in a quartz

beaker rather than the standard wetbenches in order to prevent cross contamination. The

Mo and AlN etch recipes were developed by consulting Refs. [375,376] and [372,373,377],

respectively, in addition to helpful discussions with Tina Lamers and Keri Williams of

Avago.

The exact same lithography and etch process is repeated for the bottom Mo electrode

and AlN seed layer (Figure 4.14f). The AlN etch stops on the underlying LTO layer and is

fairly insensitive to overetch; 800 or 2300 Å of LTO remains and the recipe etches LTO at

only 78 Å/min (Table E.12).

After the PE stack is completely processed a 1000 Å thick layer of LTO is deposited

and oxide vias are wet etched (Figure 4.14g). As in the rest of the oxide etch steps the

wafer is pretreated with O2 plasma in order to render the photoresist hydrophilic and the

vias are etched using 20:1 BOE. The etch is timed by visually monitoring the backside of

the wafer and overetching by 20%. The wafers are agitated during the etch and lifted out

of the bath every few seconds to check if the backsides of the wafers are still hydrophilic

or have become hydrophobic. After the wafers are cleaned in PRS-1000, the native oxide

is removed with a brief 50:1 HF dip before rushing the wafers to the sputterer loadlock for



4.5. PROCESS ISSUES AND ITERATIONS 257

metal deposition.

As in the case of the PR and PRT processes, the wafers are heated in the load lock

to drive off moisture and the Ti/Al stack is deposited. Whereas 1000 nm of Al was used

for the PR and PRT devices, only 400 nm of Al is deposited on the PRPE devices. In the

PR and PRT devices the Al serves as a stiffener and actuator, respectively, and benefits

from being thicker. But in the case of the PRPE devices it only serves as an electrical

interconnect and any excess thickness actually inhibits the PE actuator. Afterwards the

Al/Ti stack is lithographically patterned and etched back via RIE as in the rest of the

processes (Figure 4.14h). The remainder of the steps (Figure 4.14i-k) are unchanged from

the other fabrication processes.

4.5 Process issues and iterations

The fabrication process took about nine months and consisted of three process iterations

with several short loops interleaved. The process described so far in this chapter is the final,

optimized process. Now we will discuss the issues encountered along the way, including:

Al patterning, BOX cracking and yield, piezoresistor thinning and damage, high contact

resistivity, backside DRIE and polymer cleanup.

4.5.1 DRIE and BOX release steps

The first fabrication run (Appendix F) was performed in 2008 and used the STS DRIE tool

in the SNF. Tool limitations (etch rate uniformity, footing, grass and device undercut) were

overlooked at the time due to other more fundamental issues with the devices. By the time

of the second fabrication run (2010-2011) the performance of the tool had degraded even

further. Typical results are presented in Figure 4.15. While the second generation devices

were designed with frontside stiffeners in order to reduce their sensitivity to backside

undercut, the 30-50 µm undercut resulted in some yield issues and would have degraded

the thermal and mechanical properties of the probe too much. We consulted the DRIE

literature in an attempt to improve the sidewall angle of the process [378–380], but were

not able to obtain vertical sidewalls without the formation of grass. Other issues with the
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Figure 4.15: Initial backside etch results using the DRIE tool in the SNF. (a) Side view
scanning electron micrograph of a test POI wafer. The backside undercut is approximately
50 µm. The device layer is extremely curved because the wafer was not annealed after the
polysilicon deposition. (b) Optical micrograph from the frontside of a typical etched wafer.

DRIE tool in the SNF included lack of repeatability and frequent downtime.

After investigating outside DRIE vendor options, we opted to send the wafers to the

Lurie Nanofabrication Facility (LNF) at the University of Michigan. We shipped device and

carrier wafers to the LNF where they bonded them via Crystalbond 555 and etched them on

their STS Pegasus. While we attempted to bond several wafers ourselves, air pockets in the

Crystalbond reduced its thermal conductivity and resulted in photoresist burning; the LNF

has a special bonding tool that applies heat and vacuum during the bonding process. The

Pegasus etch recipe used yielded an etch rate of 12.1 µm/min, PR:Si selectivity of 200:1

and SiO2:Si selectivity of over 800:1.

Typical results from the SNF and LNF processes are presented in Figure 4.16. The

device undercut depends on two factors: the tool and the etch trench size. Larger trenches

etch faster also have increased undercut due to a wider acceptance angle of the incoming

ions. Initial release tests were performed with a 300 µm wide trench. Reducing the size of

the trench to 100 µm decreased the undercut in the SNF from about 50 to 30 µm (Figure

4.16a). Combining the 300 µm trench with LNF release process resulted in about 10 µm of
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Figure 4.16: Backside undercut for three different DRIE processes. The undercut depended
on the size of the etch trench and the tool that the wafers were etched on. (a) A 100 µm
etch trench and the SNF DRIE tool resulted in 35 µm of undercut. (b) Combining a 300
µm etch trench and the LNF DRIE tool resulted in 10 µm of undercut and even more near
the probe. (c) Switching to a 100 µm etch trench and shifting the backside mask 10 µm to
the side resulted in almost no undercut.

undercut. But the undercut in the vicinity of the probe was closer to 20 µm due to undercut

from the side (Figure 4.16b). Switching to a 100 µm trench and shifting the lithographic

mask 10 µm to account for the sidewall undercut resulted in almost no undercut (Figure

4.16c).

Switching DRIE tools required a few changes to the process and introduced two new

problems that needed to be solved. One benefit of the SNF’s DRIE process is that it only

requires a frontside photoresist protection layer rather than a carrier wafer. The LNF etched

several test wafers without carriers, and while they survived the etch, the broke in transit

from Michigan to California. The remainder of the wafers were etched with a carrier.

Upon receiving the wafers back from the LNF, the first step was to debond the device

wafer from the carrier. At this point in the process it was essential to not heat the

wafers above 55◦C and to avoid applying vacuum to the wafer. For example, running

the wafers through an O2 plasma asher with the quartz lamps turned on resulted in the

Crystalbond melting and puncturing the BOX membranes holding it in place. In light

of these limitations, the first step upon receiving the wafers was to strip off the backside

photoresist in PRX-127 (40◦C). After rinsing the wafers in room temperature DI water the

wafers were immediately transferred while still wet to a quartz beaker containing hot water
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Figure 4.17: Example of metal corroding when the carrier wafer is debonded in hot
water. Coating the wafer with a layer of LTO before the backside release process prevents
corrosion and reduces undercut during the vapor HF release step.

(≈ 70◦C). If the photoresist was still present on the wafer at this point in the process then

it would bubble and contaminate the water bath.

Exposed metal on the wafer tends to corrode when the carrier wafer is debonded in hot

water. In Figure 4.17 the Ti/Al metallization was not coated with an additional layer of

LTO before undergoing the release process. Depositing an additional layer of LTO on the

metal ensures that the no corrosion occurs and reduces the LTO undercut during the vapor

HF release process.

After sitting in the water for about 30 minutes the device wafer was lifted very carefully

off of the handle wafer and delicately cleaned in DI water. For all of the wet steps after the

backside of the wafer is etched the wafers should be processed in a cassete and carefully

lifted up and down without any excess agitation; holding the wafers in tweezers results in

too much motion normal to the cantilever surface and breaks probes. Finally the wafers are

placed in a 90◦C convection oven for about 15 minutes to dry them.

A major issue with the release process was polymer deposition. Polymer is deposited

on the wafer during the DRIE process and the RIE process initially used to release the

BOX. Polymer buildup from these two sources is illustrated in Figure 4.18.

The DRIE polymer cleanup proceeds in two steps. After debonding the device wafer

from the carrier, the frontside of the wafer is covered in Crystalbond residue while the
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Figure 4.18: Examples of polymer buildup on released devices during the (a) DRIE and
(b) RIE etch steps. Both polymer types were cleaned or eliminated from the devices in the
optimized process.

Figure 4.19: Polymer cleanup process. (a) The bulk of the polymer is removed in a heated
O2 plasma ashing step. (b) However, a thin fluorocarbon film remains on the wafer. (c)
While the fluorocarbons are not volatile in a pure O2 plasma, adding a small concentration
of CF4 to the plasma removes them from the wafer.

backside is coated in fluorocarbons (Figure 4.19a). Running the wafer through a heated O2

plasma ashing step removes the bulk of the polymer but leaves a thin film of non-volatile

fluorocarbon polymer (Figure 4.19b). As discussed in Ref. [371], fluorocarbons are not

volatile in pure O2 but can be removed by adding a small concentration of fluorine ions

to the plasma. Running the wafer through a CF4/O2 cleanup step removes the remaining

polymer (Figure 4.19c). We experimented with both SF6- and CF4-based cleanup steps
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Figure 4.20: Example of oxide flaps after etching the BOX via RIE. The lower etch rate
of the BOX near the edges of the DRIE trench led to the formation of oxide flaps which
broke off during experiments. The snapped flaps allowed liquid to enter underneath the
passivation coating and delaminate it from the device. Releasing the BOX in vapor HF
eliminated this problem.

and obtained better results with the latter. The detailed cleanup recipes are in the runsheet

(Table E.4). Small flecks of polymer were occasionally left on devices even in the final

process that we used, and it could be optimized further.

Etching the BOX via RIE also deposited polymer on the devices (Figure 4.18b).

A second, much larger issue with the RIE-based release process was piezoresistor

damage. The resistances of the force probe piezoresistors increased substantially over

their unreleased counterparts on the silicon die (Figure 2.57). The random nature of the

surface damage also resulted in poor mismatch between piezoresistors on the same die.

The oxide RIE step only etched silicon at about 28 Å/min, but it was enough to damage the

piezoresistors while simultaneously depositing polymer everywhere.

Until early 2011, the only two options for releasing the BOX were pad etch and RIE.

While pad etch did not damage the Al lines, it did break almost all of the force probes

on the wafer due to their low spring constants, although a critical point drying (CPD) step

could have been added to the process. Fortunately, Gary Yama of Bosch installed a vapor
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Figure 4.21: Patterned cracks protect force probes from spontaneous BOX cracks. (a)
A crack in the BOX passes through the force probe, snapping it off at the end of the Al
stiffener. The BOX cracked at this location between 50% (400 nm BOX) and 80% (1 µm
BOX) of the time on the initial wafers. (b) Etching a moat into the BOX stops the BOX
from cracking at the end of the stiffener, nearly eliminating the yield problem.

HF system into the SNF that allowed metals. Etching the BOX in vapor HF solved both

the polymer and RIE damage problems.

An additional benefit of etching the BOX in HF vapor is that the process is completely

isotropic. The RIE process etched the BOX in the center of the release trench much faster

than the edges and so BOX flaps remained at the edge of the die after all processing was

finished Figure 4.20). The BOX flaps tended to crash into the sample during experiments,

providing a route for liquid to enter underneath the passivation coating and delaminate it

from the device. Devices that were released using vapor HF did not have this problem.

4.5.2 BOX cracking and probe yield

The force probe yields from the first few wafers in the second fabrication run were

exceptionally low (16-50%). The force probes were typically snapped in half at the end

of the Al stiffener (Figure 4.21a). Fortunately, Ginel Hill experienced similar problems

with her ultrasoft magnetic resonance force microscopy (MRFM) probes and developed a

solution [381]. Etching an isolation trench into the BOX prevented cracks from crossing
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Table 4.1: Probe yield improvement with patterned cracks. The force probe yield was
mapped across 10 test wafers via optical microscopy. The average yield of the initial batch
of wafers was 35%. Adding a patterned crack to the BOX roughly doubled the yield to
69%. By the end of the fabrication run the typical wafer yield had increased to roughly
90%. Table adapted from Ref. [381].

Wafer Unpatterned BOX Patterned crack

1 21% 73%
2 47% 63%
3 38% 90%
4 50% 51%
5 16% -
6 40% -

Mean 35% 69%

the force probe (Figure 4.21b).

The crack is 2 µm wide and the image on the reticle extends completely around the

longest force probe design on the reticle. The crack was etched using a via etch RIE

program with relatively poor selectivity to silicon. The etch terminates on the handle wafer,

so selectivity is not an issue, and the low polymer deposition rate due to the high O2 flow

rate provides straighter sidewalls than the more selective oxide etch program. The crack

was overetched by 100% based upon the nominal etch rate in order to ensure that the oxide

was completely removed.

The force probe yield was carefully measured on 10 test wafers in order to assess the

effect of the crack moat. The results are presented in Table 4.1. The crack moat roughly

doubled the probe yield, although by the end of the fabrication run most of the wafers had

approximately 90% yield due to subtle improvements in wafer handling.

4.5.3 Sheet resistance and contact resistivity issues

The first batch of wafers that was processed received a single 775◦C, 35 minute POCl3
diffusion to the contacts and piezoresistor. During metallization they were heated in the

loadlock to drive off moisture and then coated with a 1 µm thick layer of Al. At the end of

procesing they received a 30 minute long FGA at 425◦C.
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Figure 4.22: TLM data from the first batch of second generation wafers. The piezoresistor
resistance at 1V bridge bias is plotted as a function of the number of squares in the resistor.
The measured sheet resistance is 790 Ω/� compared with 190 Ω/� measured on test
wafers, while the excess resistance from the contacts is 3.4 kΩ in contrast with our initial
prediction of 64 Ω.

Figure 4.22 presents TLM data from one of the SOI wafers processed in the first

batch. The resistances were measured on a probe station after the metal interconnects

were patterned but before backside and BOX were etched. The wafer exhibits higher than

expected sheet resistance and contact resistances. Unpatterned monitor wafers that were

processed alongside the device wafers indicated a piezoresistor sheet resistance of 190

Ω/� based upon 4PP measurements. In contrast, the sheet resistance of the patterned

piezoresistors was 790 Ω/�. Assuming a surface dopant concentration of 1020 cm−3 we

would have expected a contact resistivity of 0.5 µΩ-cm2 and for the contacts to contribute

64 Ω of excess resistance to the system. In fact, they contributed 3.4 kΩ of excess

resistance. Clearly, something went wrong.

The increase in sheet resistance suggested that the piezoresistor was uniformly damaged

during the processed performed after the diffusion. After running test wafers to investigate

the possible culprits, the sheet resistance increase was traced to the LTO deposition after

frontside etching. During that step the bare piezoresistor is exposed to the 300-400◦C

oxidizing atmosphere of the furnace for several minutes before the silane begins flowing.
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Figure 4.23: Contact resistivity probability distributions for SOI (top) and POI (bottom)
wafers doped at 775◦C for 35 minutes. Contact resistivities were measured from Kelvin
bridge test structures.

We measured the device layer thickness of wafers via ellipsometry before and after LTO

deposition in order to measure the thickness of surface silicon oxidized at the beginning of

the LTO deposition. The theoretical and experimental sheet resistance data as a function of

the thickness of material removed from the surface were plotted in Figure 2.56 for samples

doped at 775◦C for 25, 35 and 40 minutes. Depending on the deposition recipe, between 2

and 10 nm of silicon were oxidized at the beginning of the LTO deposition. Although only

several nanometers of material was removed during each step, the impact can be substantial

when the piezoresistor is thin.

Unfortunately it is not straightforward to avoid this surface oxidation process. In the

final process we increased the piezoresistor doping (825◦C for 30 minutes) and allowed

for a slight increase in sheet resistance. The devices were originally designed for a sheet

resistance of 180 Ω/�, but the final devices had a sheet resistance of 110 Ω/�. In order to

maintain a constant temperature increase during operation the bridge bias voltage had to be

decreased, shifting the devices slightly off of their optimal operating point. Increasing the

number of dopants in the piezoresistor and reducing the bridge bias resulted in lower than

intended 1/f noise and a very slight degradation (5-10%) of sensor resolution.
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Figure 4.24: Current-voltage data from a released piezoresistor doped at 775◦C for 35
minutes. The contact is non-ohmic and the contact dominates the resistance rather than the
piezoresistor resistance, which should scale with V 2 due to Joule heating.

The second issue with the first batch of wafers was the higher than expected contact

resistance. The Kelvin bridge test structures were used to measure the contact resistivity

of the metal-Si contacts. The contact resistivity probability distributions for SOI and POI

wafers from the first batch of wafers are plotted in Figure 4.23. The SOI contact resistivities

ranged from 20 to 350 µΩ-cm2 while most of the POI contact resistivities were less than 5

µΩ-cm2.

The higher than expected contact resistivity could be attributed to either a lower

than expected surface dopant concentration or residual oxide/contaminants at the metal-

Si interface. The current-voltage characteristics of a typical piezoresistor from the first

batch of wafers is shown in Figure 4.24. The piezoresistor in the data has been released

from the substrate, and while the resistance should scale with V 2 due to Joule heating, in

fact it decreases with increasing bias. The contact is not ohmic and the resistance decreases

from nearly 40 kΩ at biases below 1 V to 20 kΩ at a 3 V bias (equivalent to a 6 V bridge

bias). A small fraction of the devices improved after a large bias was applied, indicating

that there was oxide in the contact that could be electrically broken down. But most devices

did not benefit from applying a brief high voltage, suggesting that the problem was caused

by a low surface dopant concentration.
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Figure 4.25: Contact resistivity probability distributions before (top) and after (bottom) a
30 minute long FGA at 425◦C. The wafers were doped at 775◦C for 35 minutes, heated to
200 ◦C for 3 minutes in the sputterer loadlock and and metallized with 1 µm of pure Al.

The large difference in contact resistivity between SOI and POI wafers was traced

back to the difference in diffusion rates. The depth of the constant concentration surface

layer was extremely thin for the SOI substrates; on the order of 10-15 nm. Popovic

experimentally and theoretically investigated the contact resistivity of shallow diffusions by

POCl3 doping samples at 850◦C for several minutes or less [382]. He found that the contact

resistivity increased sharply when the thicknesses of the diffused layer and depletion region

at the Al-Si interface were comparable in thickness. But dopants diffuse much faster in

polysilicon; anywhere from 5 to 50 times faster depending on the grain size [236]. The

deeper diffused layer in the POI samples rendered them less sensitive to surface oxidation

during processing and decreased the contact resistivity.

Some of the wafers from the first batch had been doped but not metallized by the time

the high contact resistivity was identified. Without the option of increasing the depth or

concentration of dopants underneath the contact, the only option for those wafers was to

investigate metallization options. The first batch of wafers received a 30 minute long FGA

at 425◦C based upon Ref. [383]. But in light of the shallow diffusion and dissolution of

Si into pure Al during high temperature processing, we investigated the effect of a FGA
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Figure 4.26: Contact resistivity probability distributions for four different metallizations.
(a) The wafer is simply coated with 50 nm and 1 µm thick Ti and Al films. (b) The wafer is
heated in the sputterer loadlock to 200◦C for 3 minutes to drive off moisture before the Ti
and Al films are deposited. (c) The wafer is heated in the loadlock but only Al is deposited.
(d) After the wafer is heated, the wafer is presputtered in Ar to remove approximately 70
Å of material before the Ti and Al layers are deposited.

on wafers doped at 775◦C for 35 minutes. The results are plotted in Figure 4.25. Before

the FGA the contact resistivities are normally distributed around 80 µΩ-cm2. After the

FGA the probability distribution is much broader, with contact resistivities as high as 1000

µΩ-cm2. The 425◦C FGA clearly reduced the repeatability and quality of the contacts.

After eliminating the FGA from the process, four different metallization processes were

tested on wafers doped at 775◦C for 35 minutes. In the first process the wafer was simply

coated with 50nm and 1 µm thick layers of Ti and Al. In the second process the wafer was

heated in the sputterer loadlock to 200 ◦C for 3 minutes to drive off moisture before the

Ti and Al films are deposited. In the third process the wafer is still heated in the loadlock

but only the Al layer is deposited. In the fourth process the wafer is heated and then
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presputtered in the loadlock to remove approximately 70 Å of surface material before the

Ti and Al films are deposited. None of the wafers received an FGA afterwards. The wafer

was maintained at 40 ◦C during deposition for all of the processes and the base pressure of

the system reached 10−7 torr before the films were deposited at 3 mTorr.

The contact resistivity results are presented in Figure 4.26. The second process (heat

+ Ti/Al) yields the lowest and most reproducible constact resistivity results. The first and

third processes (Ti/Al and heat + Al) yield similar results while the fourth process (heat +

presputter + Ti/Al) yields the worst results.

The Ar sputtering is theoretically intended to remove any native oxide from the surface.

However it also removes precious dopants from the surface of the contact region and

damages the crystal lattice. Both presputtering and preheating were reported to increase

contact resistivity in Ref. [384]. Vossen found that presputtering deposited metal oxide

and other contaminants from the sputtering chamber on the wafer, while he suspected that

preheating caused moisture underneath the wafer to leak out and actually contribute to

surface oxidation. While his wafers were situated on a flat surface, allowing moisture on

the back to act as a slow leak in the system, ours were held in a carousel which may explain

the beneficial effect of preheating in our case.

The Ti coating serves two roles in the process. First, the barrier height from Ti to

n-type Si is only 0.5 eV as opposed to 0.7 eV for Al [365]. Second, the Ti serves as a

diffusion barrier between the Al and Si which react readily [366,367]. Ti was developed as

a contact diffusion barrier for ICs in the 1980s before being replaced with more advanced

silicide-based metallization schemes. Without a diffusion barrier, Al reacts readily with Si

at high temperature and forms spikes that can protrude several microns into the silicon. In

the case of a thin released SOI the spikes can penetrate all the way through device layer as

illustrated in Figure 4.27. While we eliminated the FGA from the process flow due to its

detrimental effect on the contact resistivity, the wafer is heated to 100-200◦C during several

O2 plasma ashing steps performed during the release process and including a contact barrier

is worthwhile.

By applying the optimized metallization process (heat + Ti/Al, no FGA) to the first

batch of wafers we were able to reduce the contact resistivity substantially. However,

the first batch illustrated the challenges in using a shallow, relatively lightly doped
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Figure 4.27: Examples of Al spiking through the device layer due to Al metallization and a
30 minute long FGA at 425◦C(̇a) Scanning electron and (b) optical micrographs that show
Al spikes protruding through the device layer

piezoresistor. For the remaining wafers (of 5 of the 15 SOIs that were originally purchased

from Soitec) we developed the two-step doping process described in the main process flow

and runsheet.

In the first version of the second generation process flow only a single diffusion was

performed to form the piezoresistor and contact regions. The one-step diffusion process

is shown in Figure 4.28a-e. After the thermal oxide mask is grown and annealed (Figure

4.28a), a photoresist mask is lithographically patterned (Figure 4.28b), the photoresist is

treated with O2 plasma and the oxide is wet etched to open the diffusion windows (Figure

4.28c). Both the contact and piezoresistor regions are doped at the same time. During the

diffusion a thin layer of PSG is deposited on the wafer surface and serves as a constant

concentration source of phosphorus. The phosphorus diffuses into both the SiO2 and the

Si, turning some of the SiO2 into PSG as shown in Figure 4.28d. Finally, the PSG and

remaining SiO2 mask are stripped (Figure 4.28e).

In order to mitigate the problems that we have discussed in this section a two-step

diffusion process with separate contact and piezoresistor doping steps was developed.

By decoupling the two steps the contact would be heavily doped without degrading the

piezoresistor sensitivity.

In the two-step process the thermal oxide is grown and additional LTO is deposited
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Figure 4.28: The first second generation devices were fabricated with a one-step diffusion
process in which (a) a thermal oxide mask is grown, (b) the phoresist mask is patterned,
(c) the oxide mask is opened for the entire piezoresistor region, (d) the wafer is doped and
(e) the PSG and oxide mask are stripped. The one-step process resulted in a thin, lightly
doped piezoresistor and contact which caused problems later in the process. In the two-step
process (f) a thicker oxide mask is used and (g) only the contact regions are patterned and
(h) opened. (i) The contacts are heavily doped and (j) the fast etching PSG is stripped to
reduce mask undercut. Next the piezoresistor mask is used to (k) pattern and (l) open the
entire piezoresistor window. (m) The piezoresistor is doped and (n) all of the remaining
oxide is stripped, resulting in a heavily doped contact and shallow piezoresistor.

before the wafer is annealed (Figure 4.28f). The additional LTO is necessary in order to

ensure that the oxide is thick enough to mask the diffusion without thinning the SOI device

layer any further (Section 2.5.2). The photoresist is spun and lithographically patterned by

using the contact via mask originally intended for the formation of the metal-Si vias (Figure

4.28g). The densified LTO and thermal oxide are wet etched in order to open the contact

windows (Figure 4.28h). The photoresist is stripped, the wafers are diffusion cleaned and

the contacts are doped (Figure 4.28i).

After the first diffusion the PSG is stripped by dipping the wafers in a dilute HF solution
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Figure 4.29: A PRT test wafer shown after the oxide mask has been opened for the
piezoresistor diffusion. The PSG layer was not stripped after the contact diffusion, resulting
in a 5 µm photoresist mask undercut and 2 µm larger piezoresistor regions than intended.

(Figure 4.28j). Removing the surface PSG layer between the diffusions is absolutely crucial

due to the high etch rate of PSG (> 3000 Å/min) in HF. If the PSG is not removed then

the photoresist mask is undercut in the next step and the oxide windows become several

microns larger than intended. The process window is extremely narrow at this point due to

roughly 6 µm gap between adjacent diffusions in the PRT and PRPE probe designs. A 30-

40 second dip in 50:1 HF removes the PSG while only removing several nm of the oxide

mask, and can be timed based upon large diffusion windows becoming hydrophobic. A

PRT test wafer where the PSG layer was not stripped is shown in Figure 4.29 after opening

the piezoresistor window in the oxide mask. The PSG undercut resulted in the piezoresistor

and heaters being 2 µm larger than intended.

After the PSG is stripped a layer of photoresist is spun and lithographically patterned

with the piezoresistor mask (Figure 4.28k). The remaining oxide mask is wet etched to

define the piezoresistor region (Figure 4.28l). A second diffusion forms the piezoresistors

and drives the contact dopants further into the wafer (Figure 4.28m). Finally, all of the

remaining oxide is stripped from the wafer (Figure 4.28n).

Test wafers were processed with the optimized metallization process (heat + Ti/Al, no

FGA) and the three different diffusion processes. In the first process a single 45 minute long
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Figure 4.30: Contact resistivity probability distributions for the optimized metallization
process and three different diffusion processes. The piezoresistors were doped at (top)
775◦C for 45 minutes, (middle) 825◦C for 30 minutes or (bottom) 920◦C for 20 minutes.
The contact resistivity is comparable for the latter two processes, although the lower contact
sheet resistance of the third process yields a lower overall contact resistance from the 1D
contact transmission line model.

775◦C diffusion is performed while the second process uses a single 30 minute long 825◦C

diffusion. The third process used a 20 minute long contact diffusion at 900◦C followed by

a 30 minute long diffusion at 825◦C to form the piezoresistor. The 825◦C diffusion yields

a surface concentration of approximately 1×1020 cm−3, sheet resistance of 110 Ω/� and

constant concentration surface layer of approximately 50 nm. The 900◦C diffusion yields

a surface concentration of 4×1020 cm−3, sheet resistance of 20 Ω/� and surface layer of

about 150 nm.

The contact resistivity probability distributions for the three processes are presented

in Figure 4.30. Contact resistivities of about 20 µΩ-cm2 are obtained for the second and

third processes while the first process has a wider data spread. Based upon the results one

would be tempted to simply use the one-step diffusion process at 825◦C. However, the

net resistance contribution depends on both the contact resistivity and sheet resistance of

the underlying silicon (Section 3.4.3). Assuming a contact resistivity of 20 µΩ-cm2 and

contact dimensions of 3 x 16 µm the 825◦C process yields a total resistance of 142 Ω per
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Figure 4.31: Electrically active dopant concentration profiles for three different diffusion
processes. Two curves are plotted for the 775◦C process. The dashed line corresponds to a
sample that was metallized with pure Al and received a 425◦C FGA. The three solid lines
all correspond to samples that were not metallized.

contact while the 900◦C + 825◦C process yields a resistance of just 72 Ω. Additionally

the isolation well can be doped at the same time as the contacts, and the 5-fold reduction

in the isolation well sheet resistance leads to a reduction in actuator-sensor crosstalk. The

average contact resistivity of the POI test wafers processed with the 900◦C contact doping

step was 0.2 µΩ-cm2, about 100 times lower than their SOI counterparts. The cause of the

discrepancy is unclear because the electrically active and total dopant concentrations are

similar for both processes based upon SIMS and SRA data.

The SRA dopant concentration profiles for the three difference processes are summa-

rized in Figure 4.31. The electrically active surface concentrations of the 900◦C, 825◦C and

775◦C diffusion processes are approximately 4×1020, 1×1020 and 1×1019, respectively.

Two curves are plotted for the 775◦C diffusion. The solid line represents the piezoresistor

while the dashed line represents the contact region. The latter sample was coated with Al

and received a 30 minute FGA at 425◦C before the metal is wet etched from the surface.

Approximately 30 nm of Si is consumed due to its dissolution into the Al during the FGA.

It is surprising that the contact resistivity of the 825◦C and 900◦C samples were nearly
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identical despite the higher surface concentration of the latter process, suggesting that some

other factor was limiting the contact resistivity. The low surface concentration of the 775◦C

doped samples confirms that the high contact resistivity of the initial diffusion process was

caused by a low surface concentration.

The devices that will be discussed in the following chapter were fabricated with the

optimized process, consisting of a two-step 900◦C + 825◦C diffusion, Ti/Al metallization

with loadlock heat and no FGA step. We will delay discussing their electrical performance

until the next chapter.

4.5.4 Assorted etch issues

Patterning the piezoelectric actuator via RIE worked exceedingly well compared with wet

patterning (Appendix F). However, there were several noticeable issues worth commenting

on.

First, the Cl-based AlN etch stops on the bottom Mo electrode but only has an AlN:Mo

selectivity of 2.3:1 (Table E.12). The process was monitored via OES, however some

overetch was both inevitable and necessary in order to reduce the presence of AlN stringers.

A scanning electron micrograph of the etched stack is seen in Figure 4.32). The bottom

Mo electrode is thinned by 12 nm in most places and up to 25 nm near the edge of the

photoresist due to microtrenching. The thinned bottom electrode slightly increases its

impedance but has no impact on actuator performance and negligible impact on actuator-

sensor crosstalk.

Despite the slight overetch and electrode thinning the AlN etch process left stringers

on the wafer. Stringers are a risk for any device that combines conformal deposition steps,

substantial topography and anisotropic etch processes. The PE actuator stack is deposited

on 300 nm of topography (the patterned SOI device layer). If the etch were perfectly

anisotropic and no overetch was performed then the sidewall stringers would be 300 nm in

height. An example of AlN stringers is seen in Figure 4.33. On some devices the stringers

simply fell off when the LTO layer separating the stringers from the Si was removed, but

on many devices the stringers and residual oxide or polymer debris remained, leading to a

slight reduction in resonant frequency and increase in spring constant.
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Figure 4.32: The AlN actuator etch stops on the bottom Mo electrode, resulting in electrode
thinning and microtrenching. The bottom Mo electrode is thinned by about 12 nm far away
from the photoresist mask and up to 25 nm near the mask due to microtrenching (indicated
by the arrow head). The sample surface is rough due to the incomplete removal of the
encapsulation oxide layers at the end of the process.

As noted in the main description of the fabrication process (Section 4.4), stringers were

also an issue for the Al interconect layer. The Al layer is 400 and 1000 nm thick for

the PRPE and PR/PRT devices, respectively, and like the AlN layer, is deposited after the

SOI device layer has been patterned. As in the case of the AlN etch, the overetch amount

was balanced between the competing demands of removing the stringers and not breaking

through the underlying LTO etch stop. Overetching the Al layer by 10-15% was sufficient

to remove the stringers for most but not all devices (Figure 4.34). On some devices the

stringers even shunted current around the piezoresistor, but applying a brief pulse of several

volts was sufficient to vaporize them, and Al stringers were not an issue on the wafers used

for performance characterization.

One strange and notable observation during the process was that wafers should be

stripped immediately after POCl3 doping. If they are stored in air for several hours after
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Figure 4.33: Example of AlN stringers left on a finished force probe. The stringers are
separated from the Si by a thin layer of LTO, which when released, separates the stringer
from the device (see arrow head). On devices where the encapsulation LTO layers were
underetched (as evident by the spottled Si) the AlN stringers would not be released.

the doping step but before the PSG and oxide mask are stripped then droplets will form

on the wafer (Figure 4.35). The droplets are probably either H3PO4 or HCl from residual

POCl3 or Cl on the wafers surface reacting with moisture in the air. Promptly stripping the

PSG after the diffusion prevented droplet formation.

Thin force probes and SOIs can be a challenge to work with between their mechanical

compliance and the delicate films that they are composed of. One major benefit, however,

is that they change color during processing. An example of a PRT wafer after vias have

been etched in the LTO and before metallization is shown in Figure 4.36. The undoped

device layer (green), exposed BOX (blue), piezoresistor (orange) and contacts (pink) are

all visible, making it easy to optically monitor the fabrication process.

But why does the piezoresistor appear a different color from the rest of the undoped

device layer? The piezoresistor is slightly thinner. The POCl3 diffusions are performed

in an oxidizing atmosphere and exposed silicon is thinned due to oxidation. Oxygen is
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Figure 4.34: An example of stringers after the interconnect etch step. Without any
overetch the metal on the device layer sidewalls remains intact, but too long of an overetch
would break through the LTO layer protecting the piezoresistor. Increasing the LTO layer
thickness increases the process window but degrades PRT and PRPE device performance.

necessary to form the PSG surface layer that provides the solid-state source of phosphorus

atoms. While the thinning of the piezoresistor would be insignificant for thicker devices, it

noticeably affects the mechanics of the force probes.

Diffusion thinning was measured via variable angle spectroscopic ellipsometry for

SOI and POI substrates for the finalized piezoresistor (825◦C for 30 minutes) and contact

(900◦C for 20 minutes followed by 825◦C for 30 minutes) diffusion processes. The optical

measurements were confirmed mechanically by profilometer measurements in order to

ensure that thickness changes rather than the high doping levels were responsible for the

changes. The data is summarized in Table 4.2. The SOI substrates were surprisingly

thinned more than the POI wafers during the process, which normally oxidize more rapidly.

Diffusion thinning should be considering during the design of thin piezoresistive force

probes.
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Figure 4.35: Condensation on POCl3 doped wafers after several hours in air. The droplets
are probably either H3PO4 or HCl from residual POCl3 or Cl on the wafers surface reacting
with moisture in the air. Promptly stripping the PSG after the diffusion prevented droplet
formation.

Table 4.2: Piezoresistor and contact thinning data. The POCl3 diffusions are performed
in an oxidizing atmosphere and exposed silicon is thinned due to oxidation. Diffusion
thinning was measured for SOI and POI samples for both the piezoresistor (825◦C for 30
minutes) and contact (900◦C for 20 minutes followed by 825◦C for 30 minutes) processes.
The thickness change was measured by variable angle spectroscopic ellipsometry and
profilometry. Five samples were measured for each condition and the data is reported as
µ±σ .

Substrate Diffusion Thickness reduction (nm)

SOI
piezoresistor 30.8±2.0
contact 65.2±2.4

POI
piezoresistor 21.7±0.6
contact 54.2±1.2
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Figure 4.36: Examples of color changes in processing thin SOI wafers. The undoped
device layer (green), exposed BOX (blue), piezoresistor (orange) and contacts (pink) are
all visible. The PRT wafer is seen immediately before metallization and after vias have
been etched in the LTO. A single-step doping process was used for this wafer; the contacts
appear pink rather than orange due to the opened vias.



Chapter 5

Characterization

In this chapter we will discuss everything that happens once the wafers leave the cleanroom

and before they are mounted on a microscope for experiments. Along the way we will

compare the experimental results with the predictions from our cantilever performance

model. After discussing the overall mechanics of the probe we will focus on the sensor

and actuators individually before returning to the overall performance of the integrated

actuator-sensor system.

5.1 Finished devices

When the wafers leave the cleanroom, the force probes are still held in place by snap tabs.

The devices are snapped out of the wafers and stored in gel packs until they are examined

under an optical microscope in order to screen low quality devices. The most common

issues that prevent a device from being used are excess polymer buildup or a snapped off

main or compensation force probe. Optical micrographs of finished PR, PRPE and PRT

devices are shown in Figure 5.1. Scanning electron micrographs are presented in Figure

5.2.

282
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Figure 5.1: Optical micrographs of (a) sensor-only, (b) piezoelectrically actuated and
(c) thermally actuated devices. The sensor-only and thermally actuated probes have not
been released from the BOX yet while the piezoelectrically actuated probe is completely
finished. All of the scale bars represent 20 µm.

5.2 Die attach and wirebonding

After the devices are examined, they are removed from the gel packs and attached to a

custom printed circuit board (PCB) using a two-part 5-minute epoxy (Devcon, Danvers,

MA). A finished, released device is seen in Figure 5.3. The bondpads on the device are

connected to the PCB using an ultrasonic wedge bonder (Westbond 7400A in the Moler

Lab or Westbond 7400E in the Kenny Lab at Stanford) and Al wire. The PCB is coated

with immersion gold in order to allow for easy wirebonding.

The PCB, like the silicon die itself, is custom designed to fit under an upright

microscope objective. The layout of the device PCB is shown in Figure C.3 in Appendix

C. Two version of the PCB were built. The first generation board did not include any
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Figure 5.2: Scanning electron micrographs of completed (a) sensor-only, (b) thermally
actuated and (c) piezoelectrically actuated force probes.

shielding, which led to more capacitive crosstalk between the actuator and patch clamp

electrode during hair cell experiments than was acceptable. The second generation board

was fabricated using a four-layer process and routed the signal layers between two ground

planes, solving the capacitive crosstalk problem.

While the Al bondpads were trivial to wirebond, the Mo bondpads were much less so.

Due to the thin Mo (500 Å) and AlN (750 Å) layers the top and bottom PE electrodes were

shorted together about 60% of the time on the first devices that were wirebonded. If either

PE actuator is shorted out then the capacitive and mechanical crosstalk compensation is not

effective. If only 40% of the bonds are successful then just 16% of the devices will actually

work as intended.

Our first attempt at solving the problem was using thermosonic or thermocompression

wedge bonding. In ultrasonic wirebonding the Al wire and bondpad are fused together

using mechanical energy derived from scrubbing the wedge across the bondpad. Alter-

natively the bonding energy can be provided by a combination of thermal and mechanical

energy (thermosonic) or entirely thermal energy (thermocompression). Both bonding types

require the use of Au wire because Al oxidizes too readily. However, the Au wire would

not stick to the Mo, even if the bondpad was scratched beforehand.

We returned to ultrasonic bonding and optimized the process to improve the yield.

By reducing the bonding power (from 350 to 200 mW), increasing the time (from 25

to 30 ms) and reducing the bonding force (from 50 to 20 gram-force) we were able to
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Figure 5.3: Example of a released device before it is mounted on a printed circuit board.

increase the wirebond yield up to 60-80%. While far from ideal, the wirebonding yield

permitted the assembly of sufficient piezoelectrically actuated probes for characterization

and experiments. It was particularly important to calibrate the force using a gram

gauge. After wirebonding the nominal resistance of each connection was measured with

a multimeter. The resistance of a good PE connection is on the order of 100 MΩ while a

shorted connection is on the order of 20 Ω. The resistances of the piezoresistors and heaters

were likewise recorded in order to select device for further characterization later.

Afterwards the wirebonds are completely covered with epoxy. This step is crucial

because the parylene used to passivate the devices for water operation is not thick enough

to completely seal the wirebond-bondpad connection. A thin layer of epoxy is usually

deposited on the long extension as well. By coating the extension the capacitance to the

surrounding liquid is minimized and the exposed area where the passivation could fail is

reduced. For all of the epoxy steps a toothpick is used and the epoxy is only worked with

for several minutes before it becomes too viscous. While tedious, the yield from this part

of the process was about 95% after some practice.

After the device has been epoxied, wirebonded and epoxied the entire device is

passivated. A finished, parylene coated device is shown in Figure 5.4. The side of the

device appears an iridescent purple color due to optical interference from the parylene



286 CHAPTER 5. CHARACTERIZATION

Figure 5.4: (a) Top and (b) side views of a fully assembled device. First, the silicon die is
epoxied and wirebonded to the PCB. Next, the wirebonds and long silicon extension are
coated with epoxy. Finally, the entire assembly is coated in a thin layer of parylene. The
wirebonds are visible through the epoxy. The side of the probe is iridescent due to optical
interference from the parylene coating.

coating.

5.3 Passivation

For experiments in liquid the exposed electrodes need to be coated with a thin passivation

film. The passivation prevents corrosion and provides DC electrical isolation. Corrosion

is a particularly large issue for Al, which corrodes within seconds if electrically biased

and unpassivated. Electrical isolation is important for both sensor and actuator operation,

and if the devices are being used for electrophysiology experiments, for patch clamp

operation. Ref. [385] is an excellent overview of corrosion processes in microsystems

and microelectronics.

The passivation film needs to be as conformal, thin and soft as possible. Dipping
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the probe into epoxy or silicone would electrically isolate the device but destroy the

mechanical performance of the device. We evaluated two options for passivation: atomic

layer deposition (ALD) and parylene. 10-50 nm thick ALD oxides have been used to

passivate CMOS biosensors [386] and steel samples [387] while parylene has been used to

passivate electrodes [388] and other microfabricated devices [154]. Parylene has also been

widely investigated as a low-k dielectric for multilevel Cu metallization [389, 390]. While

LPCVD silicon nitride [391] and oxide [392] have also been used for passivation, they are

deposited at high temperature and are less conformal than parylene or ALD films.

Nanoscale oxide and nitride films can be deposited via ALD; common examples

include Al2O3 and HfO2 [393, 394]. ALD enables the deposition of almost perfectly

conformal films with digital film thickness control. We performed ALD deposition

experiments in a thermal ALD system (Cambridge Nanotech Savannah S200). The

chamber was operated at 200◦C with Al and Hf precursors of trimethylaluminum and

tetrakis(dimethylamido)hafnium, respectively, and water as the oxidizer. ALD materials

are relatively stiff and dense. Alumina has an elastic modulus and density of 170 GPa and

3170 kg/m3 while the modulus and density of hafnia are 77 GPa and 6100 kg/m3 [395].

We focused on hafnia ALD coatings due to its relatively low elastic modulus and excellent

electrical properties.

Parylene is a soft, clear polymer that is deposited via LPCVD at room temperature

(SCS PDS 2010). There are several types of parylene (e.g. parylene N, parylene C) that

are all based upon a p-xylylene monomer. We exclusively used parylene N because it has

the highest degree of conformality and lowest deposition rate and yield of the Parylene

family, making it easy to deposit in thin films with controllable thickness. In order to

coat a sample, parylene dimer powder is loaded into a temperature-controlled vaporizer.

The heater vaporizes the dimer (150-160 ◦C) which is pyrolyzed in a furnace (650 ◦C)

and deposited on the sample at room temperature. The vaporizer temperature is controlled

to maintain constant deposition pressure. The deposition rate (nm/min), deposition yield

(nm/mg) and film crystallinity all depend on the deposition pressure. We typically operated

the deposition at 40 mTorr above the system base pressure, yielding a deposition rate

and yield of about 10 nm/min and 0.7 nm/mg, respectively. We did not characterize the

crystallinity of the deposited films.
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Figure 5.5: SEM cross section of a parylene coated sample. The device is coated with
approximately 330 nm of parylene. The cross section is taken through the piezoelectric
actuator of a PRPE device. The underlying silicon is 250 rather than 300 nm thick because
it is highly doped to form an isolation well. The parylene coating is smooth, uniform in
thickness and continuous.

Parylene is far softer (nominally 2.4 GPa) and less dense (1110 kg/m3) than the

ALD films. Variation in mechanical properties, deposition yield and dielectric properties

with deposition pressure is discussed in Ref. [390]. Parylene film thicknesses were

measured using three different methods: optical reflectometry (assuming n = 1.651), stylus

profilometry on patterned samples, and cross-sectional scanning electron microscopy. All

three techniques agreed to within ± 10% and optical thickness measurements were used

for most measurements. A SEM cross section through a coated piezoelectrically actuated

probe is presented in Figure 5.5.

Coating a force probe with either hafnia or parylene changes its mechanical properties

(Figure 5.6). The spring constant increases monotonically with film thickness. However

the resonant frequency can either decrease or increase due to the competing effects of mass

loading and stiffening, which scale linearly and cubically with passivation thickness. The

rate of stiffness change increases as the passivation layer gets further from the neutral axis

of the probe. In order to minimize the spring constant increase we targeted hafnia and

parylene film thicknesses of 10 to 20 and 200 to 300 nm, respectively.

The relative change in spring constant and undamped resonant frequency with passiva-

tion can be calculated from
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Figure 5.6: Changes in spring constant and resonant frequency with (a) hafnia and (b)
parylene N coating. The spring constant increases monotonically for both passivation
layers while the resonant frequency first decreases before increasing. In order to minimize
the spring constant increase we targeted hafnia and parylene film thicknesses of 10 to 20
and 200 to 300 nm, respectively.
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Figure 5.7: Passivation measurement setup. A custom built potentiostat controls the
counter, reference and working electrodes allowing the application of a DC bias across
the passivation coating while simultaneously measuring the electrical properties of the
passivation layer and an on-chip resistor.
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where tp, Ep and ρp are the thickness, elastic modulus and density of the conformally

deposited passivation coating. The equations assume conformal coating and account for

the parylene coating on the sides of the force probe.

The ALD passivation coatings and corrosion resistance tests were performed in

collaboration with Alex Haemmerli using a three-electrode measurement setup (Figure

5.7). The potentiostat used to control the counter (Pt wire), reference (Ag/AgCl) and

working (a coated test structure or device) electrodes was custom built. The resistance

and capacitance of the ALD passivation layer were independently measured by controlling

the potentiostat with a large DC control signal (e.g. 1 V) and relatively small (e.g. 20 mV)

AC test signal.

We found that ALD coatings were capable of preventing corrosion in wet etched Al
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test structures up to approximately 200 mV/nm. But when finished force probes were

passivated with ALD they broke down almost immediately for fields as small as 10 mV/nm.

For example, the device shown in Figure 5.8 corroded under a 250 mV bias in a grounded

PBS solution. Corrosion was accompanied by a sudden change in piezoresistor resistance.

The most notable difference between the test structures and the force probes was the use of

wet and dry Al etching, respectively. It is plausible that sidewall polymer from the dry etch

process led to incomplete ALD sidewall coverage.

Parylene initially also had some performance issues. The first issue we encountered

was the quality of the deposited film (Figure 5.9a and b). The coatings were initially rough,

porous and did not protect the devices sufficiently from surrounding liquid. In fact, the

low quality of the films was the reason for the investigation into ALD passivation coatings.

There were two sources of the deposition problems: particles in the chamber, particularly

buildup in the pyrolysis furnace, and premature venting of the chamber at the end of the

deposition run. At the start of every run I would recommend cleaning the chamber with

cleanwipes and a handheld vacuum, pumping and venting the system, and cleaning it once

more before loading the samples and dimer.

Once the parylene films were smooth and clear they still had a tendency to delaminate

from the devices (Figure 5.9c). Poor adhesion between the parylene and device resulted in

a single defect in the coating leading to catastrophic failure. Coating the device with silane

A-174 (Sigma Aldrich) before parylene deposition solved the adhesion problem. Parylene

passivation with A-174 pretreatment has been employed to passivate microelectronic

devices from liquid and humidity since at least 1970 [396]. Hanley and Martin found

that A-174, as a Cl-free adhesion promoter, is preferable to other Cl containing promoters

which can corrode exposed Al [397]. Hassler et al. investigated the impact of deposition

pressure, post processing temperatures and adhesion promoters on the parylene passivation

of interdigitated electrode devices [398]. They found an enormous improvement in

parylene adhesion, up to 600-fold for parylene on Si3N3, and device stability over time

with the application of A-174.

A-174 can be applied in the liquid or vapor phase and we tested both. Liquid deposition

requires mixing the A-174 into isopropyl alcohol (IPA) which damaged the epoxy on

the devices and broke the softest force probe designs. We opted for in-situ vapor phase
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(b)

(a)

Figure 5.8: Examples of ALD corrosion. (a) A PRPE device coated with 20 nm of HfO2
corroded when biased to 250 mV in a solution of grounded PBS. The Al interconnects have
corroded away in the regions indicated by the white lines. (b) Current-voltage curves in air
and grounded PBS for a device coated with 20 nm of HfO2.

deposition, accomplished by adding about 0.3 mL of A-174 to the parylene chamber with

the devices, pumping it and delaying the deposition until all of the A-174 had evaporated.

The chamber pressure is typically 15 mTorr above the base pressure while the A-174 is

evaporating, which takes about 30 minutes for 0.3 mL of A-174.

The electrical behavior of a force probe operating in air and grounded phosphate
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Figure 5.9: Summary of parylene quality control issues. (a) Rough, porous parylene films
are deposited if the parylene chamber is not cleaned thoroughly before deposition or if the
system is vented too quickly at the end of the process. (b) High quality films are nearly
transparent, conformal and pinhole free. (c) Poor adhesion between the parylene and device
can result in film delamination in liquid, which can be solved by coating the device with
silane A-174 vapor in-situ before the parylene deposition.

buffered saline (PBS) is presented in Figure 5.10. The resistance of the force probe

piezoresistor is measured as a function of applied bias from 20 mV to 2 V (equivalent

to 4 V bridge bias). The resistance scales quadratically in both cases due to self-heating,

illustrating the heat transfer enhancement from operating in water. The small initial

resistance mismatch is due to the temperature difference between the air and water.

Many researchers have investigated the impact of high temperature processing on

parylene. Depositing the parylene at 100-200◦C or annealing it in nitrogen at similar

temperatures afterwards decreases its moisture permeability about 10-fold [399]. Wu et

al. found that parylene N is stable up to 175◦C in air [400], well above the 120◦C glass

transition temperature of the FR-4 that our PCBs are manufactured from. However, the
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Figure 5.10: Example of device operation in air and liquid with a 300 nm thick parylene
passivation layer. The resistance of the force probe piezoresistor is measured as a function
of applied bias. The resistance scales quadratically in both cases due to self-heating,
illustrating the heat transfer enhancement from operating in water. The small initial
resistance mismatch is due to the temperature difference between the air and water.

CTE of parylene N is approximately 69 ppm/K, far higher than the rest of the materials

that the force probe is composed off [401]. Huang and Tai investigated the impact of A-174

pretreatment and annealing on parylene-Si adhesion [402]. They found a 15-fold increase

in the adhesive force when silicon was treated with A-174 before parylene deposition.

However, annealing the sample afterwards reduced the strength of the parylene-Si adhesion

3-fold. Hassler et al. reached a same conclusion in investigating the adhesion between

parylene on Si3N4, Pt and Au; A-174 is good, annealing is bad [398]. Considering that

annealing induces substantial stress in the parylene and degrades its adhesion to the sample

we opted against exploring annealing.

The combination of A-174 adhesion promotion and 200-300 nm thick coatings of

parylene N resulted in stable device passivation. The parylene is still relatively soft,

however, and can scrape off if the device is rubbed against something hard during

experiments. We will address the impact of parylene on probe mechanics at several points

in the remainder of this chapter.

Parylene coating has one final and important impact on device performance. Soft,
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Figure 5.11: Examples of (left) uncoated and (right) parylene coated devices interacting
with air-water interfaces. Uncoated devices often stick to the sidewall when removed from
water but spring back to their initial shape. Parylene coated devices adhere more strongly
to the sidewall and are more likely to remain permanently stuck. When coated devices
come unstuck they are likely to remain permanently bent due to plastic deformation of the
parylene.

parylene coated devices are far more prone to break at the air-water interface than their

uncoated counterparts. In the left column of Figure 5.11 a bare silicon cantilever is brought

into water and removed. The device retains its initial shape in air and while submerged in

water. But while approaching the air-water interface from the water side, surface tension

forces drive the probe to the sidewall of the die. Once removed from water and allowed to
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sit until dry the probe springs back and regains its initial shape. Parylene coated devices

(right column of Figure 5.11) are more likely to remain stuck to the sidewall. If they do

come unstuck, they are often permanently bent, presumably due to plastic deformation of

the parylene coating (note the sharp bend at the actuator-sensor interface for the parylene

coated device in Figure 5.11).

The stiction problem only affects the softest probe designs (designs 1, 2, 8 and 9 in

Table 3.1) and can be mitigated by replacing water with a lower surface tension solvent

before removing the probe from the liquid. For example, the surface tensions of water-air

and methanol-air interfaces at room temperature are roughly 73 and 23 mN/m, respectively.

Heating the solvent decreases the surface tension even further. Methanol or ethanol are

ideal for their low surface tension and relative chemical inertness (e.g. isopropyl alcohol

and acetone attack the epoxy used to attach the device to the printed circuit board). We

found that replacing water with methanol at the end of each experiment and carefully

heating it with a hot air gun to speed evaporation allowed probe designs 2 and 9 to be

routinely used for experiments.

5.4 Probe mechanics

We will discuss the mechanics of the force probes before moving onto their electrical and

actuator performance in the following sections.

The frequency response of a force probe can be measured by either actively oscillating

the probe or relying on thermomechanical noise. The benefit of using a forced oscillation

is that the deflection of the probe can be large (>10 nm) and the probe can be driven with a

chirp (a swept-frequency cosine signal) in order to simultaneously measure the amplitude

and phase response of the probe. The problem with applying this approach to the force

probes is that macroscale actuators are far from ideal and introduce numerous spurious

modes into the measurement. Instead, if the external actuator is turned off, the force probe

will oscillate on its own due to the Brownian motion of its constituent atoms, as described

by Gabrielson in 1993 [32]. The deflections are far smaller, on the order of 10 pm/
√

Hz

for the devices presented here, but the signal is exceptionally free of any other modes. The

magnitude of the deflection on resonance will depend on the spring constant and quality
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factor of the cantilever and works best for micron-scale devices.

The measurement bandwidth in the case of thermomechanical noise excitation is

limited only by the technique used to measure the deflection of the force probe. We

measured the force probe deflection via laser doppler vibrometry (LDV) (Polytec OFV-

2500). The -3 dB bandwidth of the LDV system was approximately 800 kHz for a velocity

sensitivity of 100 mm/s-V. The laser spot is focused through a 100x Mitutoyo air objective

with a resulting laser spot diameter of approximately 5 µm. The noise spectral density

are averaged 100-200 times and recorded with a GPIB-controlled spectrum analyzer (HP

3562A). For measurements in water, a pair of adapters were purchased from Thorlabs

(SM1A28 and SM1A12) in order to mount a standard M25 thread water immersion

objective on the M26 threads of the LDV system.

The spring constants of microfabricated cantilevers can be measured using a variety of

techniques, as reviewed in Ref. [403]. We will briefly discuss the most common techniques

with an emphasis on calibrating small cantilevers. The first and probably most common

approach is to simply calculate the spring constant of the cantilever using its nominal

dimensions from

kc =
Ecwct3

c
4l3

c
.

While the elastic modulus of the cantilever is well known if it is made from single

crystal silicon and its crystallographic orientation is well known, the dimensions of the

cantilever are usually not well know. The thickness is the most important source of spring

constant variability for large cantilevers, and all three dimensions are important for our

micron-scale force probes. For example, 25% variation in the cantilever thickness leads to

95% variation in its spring constant. Simply calculating the spring constant is not an option

for our probes.

The second common method is to measure the resonant frequency of the cantilever

and assume that any mismatch in resonant frequency between the predicted and measured

resonant frequency is due to variation in the cantilever thickness. This method is commonly

referred to as the Cleveland method following Ref. [404]. This approach works well for

large cantilevers where the length and width tolerances are less than several percent. In the



298 CHAPTER 5. CHARACTERIZATION

case of very small probes (e.g. our 0.5 to 1 µm wide and 3 to 12 µm long piezoresistor

legs) neither of these conditions holds. Additionally, any debris on the cantilever or

imperfections from the fabrication process (e.g. backside DRIE undercut) will lead to a

spring constant underestimate.

A third approach, known as the Sader method following Ref. [405] combines the

resonant frequency, quality factor and nominal dimensions of the cantilever in order to

provide a better spring constant estimate. However, it suffers from the same problems as

the Cleveland method because it relies on accurate knowledge of the cantilever dimensions.

A fourth approach is to deflection the cantilever being studied by a second cantilever

with a well known spring constant [406–408]. We have attempted to use this method

for calibrating the force probes and ran into two problems. First, the softest commercial

available AFM cantilevers have spring constants of roughly 30 mN/m, about 90x stiffer

than our softest probes. This large spring constant mismatch leads to difficulty in accurately

estimating the spring constant of our force probes. A second problem with this approach

is that if the contact point between the two cantilevers slips then the results will not be

reproducible. Variability in the inferred spring constants leads to the need to perform a

large number of measurements, making this approach both inaccurate and tedious.

Fortunately there is an approach to calibrating the spring constant that is fast, non-

contact, repeatable and does not depend on knowledge of any of the dimensions of the

force probe. Thermomechanical noise, in addition to being the best approach for measuring

the resonant frequency and quality factor of the force probes, is also the best option for

calibrating their spring constants.

To briefly summarize thermomechanical noise theory, the force probe is excited by a

white force noise. The noise spectral density of the force noise (N/
√

Hz) is

SF =
√

4kbT b (5.3)

in direct analogy with Johnson noise. The force probe is modeled as a simple harmonic

oscillator with effective mass, damping and spring constant terms of meff, b and kc,

respectively. It is convenient to rewrite (5.3) in terms of the resonant frequency (ω0) and

quality factor (Q) using



5.4. PROBE MECHANICS 299

Q =

√
meffkc

b
(5.4)

and

ω0 =

√
kc

meff
(5.5)

in order to yield

SF =

√
4kbkcT

Qω0
. (5.6)

The deflection noise spectral density is calculated from the product of the force noise

and transfer function of the force probe as

SX =

√
4kbkcT
2πQ f0

[
1
kc

1
(1− f 2/ f 2

0 )
2 +( f/Q f0)2

]
. (5.7)

The spring constant is calculated by fitting a model to the measured deflection noise

spectral density. The model contains three uncorrelated noise terms: the Johnson noise

of the LDV system, the 1/f noise of the LDV system and the thermomechanically driven

SHO response (5.7). The model is fit to the experimental data in order to minimize the sum

of the squared error using fmincon in Matlab, an approach that will be used repeatedly

throughout this chapter.

The deflection noise spectral density of a typical force probe is presented in Figure 5.12.

The solid line represents the entire model fit while the dashed line represents only the SHO

component of the model. The deflection resolution of the LDV system scales as 1/f (due to

the fact that it measures velocity and is limited by white noise) and is about 1 pm/
√

Hz at

50 kHz for the typical measurement settings.

The measured probe resonant frequencies are presented in Figure 5.13 as a function of

probe length. The measured resonant frequencies are 7 and 19% lower on average than the

predicted frequencies for the 1 and 2 µm wide force probes, respectively. Air damping is

accounted for in calculating the predicted resonant frequencies using Ref. [23]. The slight

reduction in resonant frequency is probably due to added mass from residual oxide and
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Figure 5.12: Example of force probe thermomechanical noise spectrum. The displacement
noise spectral density of the probe is measured via laser doppler vibrometry (LDV) and the
noise floor is approximately 1 pm/

√
Hz at 50 kHz. The resonant frequency, quality factor

and spring constant are extracted by numerically fitting a model to the data (solid line)
consisting of a thermally agitated simple harmonic oscillator (dashed line) and noise terms.

stringers on the devices (Figure 4.34).

The measured and predicted probe spring constants are presented in Figure 5.14 as a

function of probe length. The spring constants of the 2 µm wide force probes match the

predictions well, deviating only +9% on average. However, the 1 µm wide probes are

noticeably stiffer than we predicted (+52%). As in the case of their resonant frequencies,

the spring constant deviations can be explained by the presence of residual oxide and

stringers on the devices. The results highlight the importance of calibrating small force

probes with thermomechancial noise rather than methods that depend on assumptions about

the length, width or thickness of the devices.

We make one simplifying assumption in calculating the predicted resonant frequencies

and spring constants. Although we assume that the cantilever beam is uniform in thickness

along its entire length, in reality the piezoresistor is about 270 nm thick while the undoped

portion of the beam is 300 nm thick (Table 4.2). In order to simplify the mechanics

calculations we assume that the beam has a uniform thickness of 290 nm. This assumption
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Figure 5.13: Predicted and measured resonant frequencies for 1 µm wide (orange) and
2 µm wide (blue) force probes in air. Air damping is accounted for in calculating the
predicted resonant frequencies. Each data point is the aggregate of measurements from
multiple devices. The resonant frequencies are 7 and 19% lower on average than predicted
for the narrow and wide probes, respectively, probably due to added mass from residual
material and stringers on the probes.

is based upon a three-dimensional finite element analysis (FEA) model that we used

to calculate the impact of piezoresistor thinning on resonant frequency. The average

deviations between the single-thickness analytical model and multiple-thickness FEA

model in calculating the undamped resonant frequency and spring constant are 1.4% and

0.3%, respectively.

We considered two possible sources of error in measuring spring constants via

thermomechanical noise using laser doppler vibrometery: laser heating and laser position.

We can estimate the temperature increase from some simple optical analysis. The LDV

system used for thermomechanical noise calibration (Polytec OFV-534) uses a 1 mW laser

operating at 633 nm. But the force probes are significantly narrower than the laser spot

size (roughly 5 µm in diameter) so only a fraction of the emitted laser power actually

impinges on the device. The fraction of the incident laser power that actually hits the

device ranges from 12 to 25% for the 1 and 2 µm wide probes assuming that the laser spot

is centered on their tips. Neglecting reflections at the air-silicon interfaces (which would
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Figure 5.14: Predicted and measured spring constants for 1 µm wide (orange) and 2 µm
wide (blue) unpassivated force probes. Each data point is the aggregate of measurements
from multiple devices. The average spring constants of the 1 and 2 µm wide probes are
152% and 109% of their predicted values.

reduce the absorbed power), only about 8% of the incident light is absorbed by a 300 nm

thick cantilever at 633 nm (αsi = 2900/cm).

We calculated the temperature increase during LDV measurements in air for the two

longest force probes we developed (Figure 5.15). The maximum and average temperature

increases are less than 16 and 5 K in both cases. The increased average temperature of

the probe would lead to increased thermomechanical noise, resulting in a smaller spring

constant estimate. However, the temperature changes from the LDV measurement are

small with respect to the ambient temperature (293 K) and the inferred spring constants

are only about 0.8% larger if we account for laser heating, small enough to neglect in our

thermomechanical noise calculations.

The second possible issue with LDV-based spring constant measurements is the

position of the laser beam on the force probe. As noted a moment ago, the diameter

of the laser beam (5 µm) is fairly large compared with the probes. This leads to the

deflections we measure being averaged over the beam area and the possibility that the

beam is set substantially back from the tip. However, beam measurement location was

not an issue for several reasons. First, the deflection of the first resonant mode of a
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2 μm wide

1 μm wide

Figure 5.15: Laser-induced heating during thermomechanical noise measurements. The
temperature profiles are calculated via finite differences for the two longest cantilevers that
we fabricated (300 nm x 1 µm x 142 µm and 300 nm x 2 µm x 198 µm) assuming operation
in air. Thermomechanical noise is measured via laser doppler vibrometry using a 1 mW,
633 nm laser which is focused to a 5 µm diameter spot using a 100x microscope objective.
Only a fraction of the emitted laser power is absorbed due to low absorptivity of silicon at
633 nm and the large beam spot size; about 10 and 20 µW for the 1 and 2 µm wide devices,
respectively. The maximum and average temperature increase for the 2 µm wide device are
16 and 4 K, resulting in error of less than 1% in calculating the cantilever spring constant
from its thermomechanical noise.

cantilever beam scales as x4 where x is the distance from the base of the beam, so the

averaging effect shifts the effective measurement location from the center of the laser spot

out towards the tip of the beam. Second, we carefully centered the laser beam on the

tips of the probes for all measurements. Finally, all of the probes, particularly the devices

intended for bundle mechanics measurements where accurate spring constant calibrations

are particularly important, are fairly long with respect to the spot size.

We measured the quality factors of our probes in air at atmospheric pressure as part of

the TMN spring constant calibration process. Experimentally measured quality factors in

air are plotted as a function of measured probe resonant frequency in Figure 5.16. The 1

µm and 2 µm wide force probe designs are plotted separately and agree extremely well

with the model predictions calculated from Brumley et al. [23]. Variation in quality factor
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2 μm wide
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Figure 5.16: The quality factor of the force probes in air varies with their resonant
frequency. Data for 1 and 2 µm wide force probes are plotted separately. The
model predictions (dashed lines) are calculated from Brumley et al. [23] and show
excellent agreement. The quality factor is greater for wider probes and increases roughly
quadratically with resonant frequency.

with probe size follows directly from physical scaling laws because the quality factor can

be written as

Q =

√
meffkc

b
.

Variation in meff and b with probe size and ambient pressure is complex due to the effect

of the surrounding fluid and is discussed in more detail in Refs. [409] and [23]. For our

probes Q scaled as w1/2
c l−3/2

c in air.

We characterized the impact of parylene coating on probe mechanics using thermo-

mechanical noise. Example thermomechanical noise spectra are presented in Figure 5.17

before and after the same probe is coated with 220 nm of parylene N. After coating, the

resonant frequency drops from 29.2 to 27.7 kHz, the quality factor increases from 3.3 to

5.6 and spring constant increases from 1.40 to 2.57 mN/m.

We measured the change in resonant frequency and spring constant with parylene

passivation for a range of parylene thicknesses (Figure 5.18). The best-fit lines are

calculated assuming a parylene N elastic modulus of 5 GPa rather than the nominal
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Figure 5.17: Example thermomechanical noise spectra before and after parylene coating.
The same device (design 10) was measured before and after a 220 nm thick parylene N
coating. After coating, the resonant frequency drops from 29.2 to 27.7 kHz, the quality
factor increases from 3.3 to 5.6 and spring constant increases from 1.40 to 2.57 mN/m.

modulus of 2.4 GPa from (5.1) and (5.2). The increased effective modulus, regardless of

its source, leads to a much greater increase in spring constant for a given coating thickness.

For example, comparing Figures 5.6 and 5.18 one sees that a 300 nm passivation coating

would increase the spring constant by 50 and 170% for 2.4 and 5 GPa films, respectively.

The increase in spring constant with parylene passivation is far more important than the

slight decrease in resonant frequency. Why is the parylene less compliant than expected?

Zhang et al. studied the microstructural properties of parylene N deposited over a range of

process pressures [390]. They observed the presence of a 50 nm thick surface layer with

3-7x larger hardness than the bulk of the parylene film. The hardened surface layer is only

apparent in our data because the parylene is comparable in thickness to the silicon beam.

We measured the frequency response of several force probes in air and water in order to

validate the model from Brumley et al. [23] that we use to account for fluid damping effects.

The frequency response of an example device is presented in Figure 5.19. We measured the

frequency response from the thermomechanical noise spectrum of the device via LDV. The

resonant frequency and quality factor of the device were calculated by numerically fitting
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Figure 5.18: Experimental variation in spring constant and resonant frequency with varying
parylene coating thicknesses. Thermomechanical noise spectra were recorded before and
after parylene coating and the relative changes were calculated for matched pairs. The
parylene thickness was measured via spectroscopic reflectometry with profilometer and
SEM measurements for validation. The relative change in spring constant with coating
thickness indicates an effective parylene N elastic modulus of 5 GPa rather than 2.4 GPa.
Resonant frequency changes very little with coating thickness and the spring constant
increase has far greater implications for device performance.

5.7) to the data in order to minimize the relative residual error. In air the resonant frequency

and quality factor of the device are 290 kHz and 12.6 compared with model predictions of

281 kHz and 12.8. In water the resonant frequency and quality factor decrease to 85.2 kHz

and 0.7 compared with model predictions of 84.3 kHz and 0.6.

The measured and predicted resonant frequencies and quality factors in air and water

from two additional force probes are presented in Table 5.1. The second example device in

the table corresponds to the device presented in Figure 5.19. All of the measured devices

were unpassivated in order to verify the accuracy of the model. In general the model

predictions agree with the measured results to within about 5% using the nominal densities

and viscosities of air and water at room temperature (293 K).

In summary, we measured the spring constants and resonant frequencies of the uncoated

force probes via their thermomechanical noise. Their resonant frequencies were slightly

lower than predicted (81-94% of the nominal values) while their spring constants were
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Water

Air

Figure 5.19: Frequency responses in air and water of a 35 µm long, 1 µm wide and 290
nm thick force probe. In air the resonant frequency and quality factor of the device are
290 kHz and 12.6 compared with model predictions of 281 kHz and 12.8. In water the
resonant frequency and quality factor decrease to 85.2 kHz and 0.7 compared with model
predictions of 84.3 kHz and 0.6.

slightly high (109-152% of the nominal values). We used roughly 250 nm thick parylene

N films to passivate the force probes for water operation. The parylene passivation roughly

doubles the spring constants of the probes while decreasing their resonant frequencies by

5-10%. The parylene coating does not affect the displacement sensitivity of the probes, but

the increased spring constant decreases their force sensitivity linearly. Finally, we measured

the frequency response of several devices in air and water and confirmed that the model that

we use to predict force probe frequency response in water is accurate to within about 5%.

5.5 Piezoresistive sensor

In this section we will discuss the performance of the piezoresistive sensor. We will start by

discussing its electrical characteristics before moving onto noise, displacement sensitivity,

self-heating and resolution.
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Table 5.1: Frequency response of several probes in air and water. The measured and
predicted (in parentheses) resonant frequency and quality factor are reported. The predicted
frequency response is calculated from Brumley et al. [23] using the nominal densities and
viscosities of air and water at room temperature. The force probe frequency responses
were measured from their thermomechanical noise spectra via LDV. For each spectrum,
the resonant frequency and quality factor were determined by numerically fitting a SHO
model to the measured data to minimize the relative residual error.

Device number 1 2 3

Design number 4 6 12
lc (µm) 61 35 45
wc (µm) 1 1 2
tc (nm) 290 290 290

Air

f0 (kHz) 80.5 (91.1) 290 (281) 162 (170)
Q (-) 5.0 (5.3) 12.6 (12.8) 12.5 (13.4)

Water

fd (kHz) 15.0 (19.1) 85.2 (84.3) 44.8 (44.6)
Q (-) 0.4 (0.4) 0.7 (0.6) 0.8 (0.7)

5.5.1 Electrical characteristics and resistance

One of the most important characteristics of piezoresistors is the nature of the metal-silicon

contacts. Figure 5.20 presents the electrical current and resistance as a function of applied

bias for a typical device in air. The data reveals that the contact is Ohmic and that the

piezoresistor resistance scales as V 2 as expected due to Joule heating. The overall electrical

performance of the piezoresistor is ideal in marked contrast with the performance of the

initial devices that we fabricated (Figure 4.24).

All of the devices that will be discussed in this chapter were fabricated with the

optimized process flow developed in Chapter 4. Briefly, the contacts and piezoresistors

are doped at 900◦C for 20 minutes and 825◦C for 30 minutes, respectively. During

metallization the wafers are heated in the load lock to drive off moisture before Ti and

Al films are successively sputter deposited. The force probes are released from the BOX

using vapor HF and no FGA is performed at the end of the process.
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Figure 5.20: Current-voltage data from a typical released piezoresistor. The contact is
ohmic and piezoresistor resistance scales with V 2 due to Joule heating as expected.

Figure 5.21 plots the electrical resistances of finished devices as a function of the

number of squares in the piezoresistor. All of the piezoresistors shown here have 500 nm

wide legs and their lengths are varied. The transfer length method (TLM) data indicates

a sheet resistance of 110 Ω/� and excess resistance of 340 Ω (170 Ω per contact).

Accounting for the approximately 10 Ω added by the Al interconnects and cables the

contact resistance is only slightly greater than our earlier prediction of 144 Ω based upon

the nominal sheet resistances and contact resistivity (Section 4.5.3).

Each force probe device has two released resistors and two unreleased on-chip resistors

(that are not used). The released and unreleased resistors are plotted as blue and orange

squares, respectively, in Figure 5.21. The excellent matching between the released and

unreleased resistors verifies that the piezoresistors are not damaged by the optimized vapor

HF release process.

The resistance factor is also plotted in Figure 5.21 as a function of piezoresistor length.

The excess resistance from the contacts and interconnects decreases the resistance factor,

γ , of the devices. The net excess resistance is equivalent to about 3.1 resistor squares,

resulting in resistance factors (γ) ranging from 0.83 to 0.96 depending on the piezoresistor

dimensions. Recall that excess resistance simultaneously increases the Johnson noise and
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(b)

(a)

Figure 5.21: (a) Electrical resistance and (b) resistance factor as a function of piezoresistor
size. The typical sheet resistance for finished wafers was 110 Ω/� and each metal-silicon
contact contributed about 170 Ω of excess resistance. The resistances of the released (blue)
and unreleased (orange) silicon piezoresistors match well. (b) Excess interconnect and
contact resistance leads to resistance factor variation between 0.83 and 0.96.

decreases the sensitivity of the piezoresistor, and increases the minimum detectable force

resolution as roughly γ−3/2, resulting in resolution degradation of 6 to 30% for γ ranging

from 0.96 to 0.83.
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(b)
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Figure 5.22: Comparison between SIMS and SRA data for (a) SOI and (b) POI samples.
Both samples were POCl3 doped at 825◦C for 30 minutes. While most of the dopants are
confined to within the first 50 nm of the SOI sample, the POI sample is uniformly doped
throughout its thickness due to the rapid diffusion of dopants along grain boundaries.

5.5.2 Dopant concentration profile

The concentration profile of dopants through the thickness of the device layer plays a

major role in determining piezoresistor noise and sensitivity. The electrically active and

total dopant concentration profiles are presented in Figure 5.22 for both SOI and POI
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wafers. The electrically active dopant concentration profile was measured via SRA by

Solecon Laboratories while I measured the total dopant concentration profile at Stanford

using a Cameca NanoSIMS 50L. The relative sensitivity factor for the SIMS data was

calibrated from an ion implanted sample with known dopant concentration profile (courtesy

of Pradeep Nataraj).

The SOI data indicate that there is excess interstitial phosphorus within 50 nm of

the sample surface. The excess phosphorus, a well known side effect of phosphorus

predeposition [217, 218, 227], introduces lattice dislocations and other defects that likely

increase the overall Hooge factor of the silicon resistors. Three SOI samples were

characterized using SRA in order to calculate a sensitivity factor (β ∗) of 0.233 ± 5.2%

and a carrier density of 4.13×106 ± 22.9% per square micron. Note that the carrier density

calculation accounts for the variation in dopant concentration and mobility (Section 2.4.1).

The POI data indicate that the dopants diffused all the way through the sample due to the

high diffusivity along grain boundaries. While the SRA data indicate an electrically active

dopant concentration of 5×1019 cm−3, the actual electrically active concentration lies

somewhere between the SRA and SIMS data because of the nature of SRA measurements,

which measures a resistivity profile and converts it to a concentration profile based upon a

single crystal silicon reference sample. Neglecting the dopants that remain at the grain

boundaries, the POI data suggest a 2.2-fold mobility reduction due to grain boundary

scattering.

Three POI samples were characterized using SRA in order to calculate a sensitivity

factor of -0.04 ± 105.1% (effectively zero) and a carrier density of 2.74×107 ± 15% per

square micron. There is substantial uncertainty in the carrier density calculation. Most

importantly, the POI samples are uniformly doped throughout their thickness, yielding

extremely low sensitivity piezoresistors. While the POI wafers and force probes were

extremely helpful in developing the fabrication process and experimental setup, the rest

of the thesis will focus on the SOI devices.

The sensitivity factor (β ∗) and carrier density (Nz) values determined via SRA will be

used in the noise and sensitivity sections in order to interpret device performance.
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(a)

(b)

Figure 5.23: Example piezoresistor noise spectra in air. (a) Noise spectra for an SOI force
probe biased to 1, 1.5 and 2 V. The probe exhibits ideal 1/f noise behavior and is capable
of self-detecting its thermomechanical resonance in air (indicated). The model fits (black
dashed lines) are used to calculate α . (b) Noise spectra for a POI-based PRPE device
biased to 0.25, 0.5, 1 and 1.5 V. The probe exhibits ideal 1/f noise behavior but is incapable
of self-detection due to the uniform doping through the polysilicon piezoresistor.
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5.5.3 Noise

Example noise spectra from SOI- and POI-based force probes are presented in Figure 5.23.

The Wheatstone bridge is biased to 1, 1.5 and 2 V for the SOI measurements and the power

dissipation in the 2.8 kΩ piezoresistor ranges from 90 to 360 µW. When operated in air at

these bias levels the average piezoresistor temperature increase ranges from 7 to 30 K. The

device is capable of self-detecting its thermomechanical resonance ( f0 = 30 kHz and Q =

3.6) in air.

As described in Section 3.5, the measurement circuit consists of a low-noise instrumen-

tation amplifier (INA103, 100x gain, 800 kHz -3dB bandwidth) followed by an inverting

op-amp (THS4061) variable gain amplifier (VGA) with gain settings of 1, 10 or 100x.

Noise measurements were performed with an overall gain of 1000x. All measurements

are referred to the instrumentation amplifier inputs. The frequency response of the signal

conditioning path was measured directly by driving the instrumentation amplifier inputs

with a 1-2 mV chirp from 1 kHz to 1 MHz.

The Hooge factor for the SOI force probe in Figure 5.23 is 1.1± 0.4×10−5 and is

calculated by fitting a noise model to the experimental data to minimize the squared sum

of the residual error. The noise model includes Johnson, Hooge and amplifier noise and

minimizes the squared sum of the residual error (via fmincon) by adjusting α . The nominal

resistance and number of carriers in the piezoresistor are provided to the fitting function.

The number of carriers in the piezoresistor is calculated by integrating the carrier density

(Section 5.5.2) over the piezoresistor loop and excludes the Al interconnects and highly

doped contacts. Note that the noise peak at 60 Hz is barely visible because the Wheatstone

bridge is biased with an IC voltage reference and the measurement is performed in a

shielded box.

The POI device is operated in a Wheatstone bridge biased to 0.25, 0.5, 1 and 1.5 V.

The power dissipation (9 to 230 µW) and average piezoresistor temperature increase (1

to 35 K) ranges in the 2.8 kΩ piezoresistor are comparable to the SOI device. The probe

exhibits ideal 1/f noise behavior but is incapable of self-detection due to the uniform doping

through the polysilicon piezoresistor (β ∗ ≈ 0). Assuming complete dopant activation the

Hooge factor is on the order 10−4, although there is substantial uncertainty in this value.
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POI

SOI

Figure 5.24: The probability distribution for Hooge factor (α) values for crystalline (SOI)
and polycrystalline (POI) piezoresistors.

Hooge factor probability distributions are plotted for SOI- and POI-based piezoresistors

in Figure 5.24. The mean and standard deviation of the Hooge factor distributions for

SOI and POI devices are 1.93± 1.06×10−5 (N = 39) and 1.42± 0.58×10−4 (N = 24),

respectively.

The Hooge factor does not depend on piezoresistor width or bridge bias voltage (Figure

5.25). The average Hooge factor calculated at each bridge bias is plotted as a dashed

line for 0.5 and 1 µm wide piezoresistors. The results suggest that the Hooge factor

is limited by diffusion- rather than etch-related lattice defects. Similarly, we found that

piezoresistor noise changes with neither parylene coating nor with immersion in liquid

(Figure F.16). The results suggest that 1/f noise is invariant to piezoresistor width, bridge

bias, coating and operating environment, which validates the assumptions that we used in

design optimization.

The measured Hooge factors vary more than an order of magnitude between devices

in seemingly random fashion. The source of the variation is unclear and deserves further

examination by future researchers.
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1 μm wide

0.5 μm wide

Figure 5.25: The Hooge factor is independent of Wheatstone bridge bias and piezoresistor
width. The average Hooge factor for each bridge bias (dashed lines) is plotted for 0.5 and
1 µm wide piezoresistors. The results suggest that the Hooge factor is limited by diffusion-
rather than etch-related defects.

5.5.4 Sensitivity

Force probe displacement sensitivity was measured by mounting the devices on the stage

of an AFM (Witec Alpha300) and deflecting the tip of the force probe using a stiff (40

N/m) tipless AFM cantilever. The force probe is postioned between the objective lens and

stiff AFM cantilever so that the contact point can be readily visualized to ensure that the

contact point is at the tip of the force probe (Figure 5.26).

The AFM stage is piezoelectrically actuated and capacitively sensed with a bandwidth

of approximately 300 Hz and typical RMS noise of 1 nm. The stage actuator, capacitive

sensor and force probe piezoresistor output are controlled and recorded via Matlab using

a 16-bit, 400 kHz DAQ (NI USB BNC-6212). The AFM stage is driven at 10 Hz and is

controlled by one of the analog DAQ outputs. The contact between the force probe and

AFM cantilever is prone to drifting over long measurements, and although we initially

used a ramped deflection signal we found that sinusoidal deflection resulted in much less

variability in order to restrict the measurement bandwidth. The AFM cantilever is about

4 orders of magnitude stiffer than the force probe, so we assume that the stage deflection



5.5. PIEZORESISTIVE SENSOR 317

Figure 5.26: Optical micrograph of the displacement sensitivity calibration setup. The
force probe (right) is mounted to a high-precision three-axis positioning stage. A stiff
AFM cantilever (left) is brought into contact with the tip of the force probe. The positioning
stage is actuated with a 10 Hz AC signal and both the stage position and output from the
piezoresistor readout circuit are recorded.

corresponds directly to the force probe tip deflection.

We also attempted to simultaneous calibrate the displacement sensitivity and spring

constant of the force probe by using a soft AFM cantilever. However, the softest

commercially available tipless AFM cantilevers (30 mN/m) are still an order of magnitude

stiffer than most of the force probes we fabricated, resulting in substantial spring constant

uncertainty. Additionally, the contact point between the soft cantilever and force probe

tended to slip during measurements. We resorted to calibrating the displacement sensitivity

using a stiff AFM cantilever and then measuring the force probe spring constant via

thermomechanical noise.

Typical calibration data are presented in Figure 5.27. The force probe is driven with a 1

µm peak-peak deflection at 10 Hz for 5 seconds. Both the stage deflection and sensor output

signals are recorded and their spectral densities are calculated using Hanning windows. The

displacement sensitivity is calculated from the ratio of the stage position and piezoresistive

sensor outputs at the drive frequency. For this particular device, the displacement sensitivity

was calculated as 227.1± 5.6 V/m-V (N = 7). The typical standard deviation for the

displacement sensitivity protocol we developed was about 2-3%. Finally, note that all

of the displacement sensitivities that we report are normalized to the Wheatstone bridge

bias voltage and are referred to the instrumentation amplifier inputs (i.e. independent of
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(a)

(b)

(c)

Piezoresistor

Stage position sensor

Figure 5.27: Example of sensitivity calibration. (a) The force probe is driven with a
500 nm, 10 Hz deflection using an extremely stiff (about 40 N/m) AFM cantilever. The
deflection of the stage is measured using its built-in capacitive sensor. (b) The piezoresistor
output in response to the known deflection is measured. (c) The deflection sensitivity
is calculated from the slotage and piezoresistor spectra. For this example the resulting
deflection sensitivity (SXV) is 224.5 V/m-V.

amplifier gain).

The measured and predicted displacement sensitivities for the probe designs that

we tested are presented in Figure 5.28 as a function of probe length. The predicted

displacement sensitivities of the 1 and 2 µm wide probes diverge slightly as probe length

decreases due to two mechanisms. First, current flow is transverse to the applied stress at



5.5. PIEZORESISTIVE SENSOR 319

10
2

10
2

10
3

Probe length (µm)

D
is

p
la

c
e
m

e
n
t 

s
e
n
s
it
iv

it
y
 (

V
/m

−
V

)

Figure 5.28: Predicted and measured displacement sensitivities as functions of force probe
length. The predicted performance (dashed lines) is different for 1 (orange) and 2 (blue)
µm wide probes due to differences in γ . The predicted sensitivity decreases slightly as
piezoresistor length decreases due to the combined effects of γ and the transverse stress
at the end of the piezoresistive loop. The agreement between the predicted and measured
performance is excellent.

the end of the piezoresistor loop. The transverse portion slightly decreases the sensitivity of

the piezoresistor because πt ≈ πl/2 for n-type silicon. The ratio of the transverse resistance

to the overall piezoresistor resistance is smaller for the 1 µm wide probes than the 2

µm wide probes, leading to a smaller reduction in sensitivity. The second mechanism

for sensitivity reduction is the resistance factor (γ); as the force probe and piezoresistive

loop become shorter, the ratio of the contact and interconnect resistance to the overall

piezoresistor resistance increases. The narrower probes have slightly higher resistances

than their wider counterparts, so their resistance factors are larger.

5.5.5 Self-heating

Piezoresistor temperature during operation is inferred from the piezoresistor temperature

coefficient of resistance (TCR). The TCR is calibrated using a temperature controlled oven

(Thermotron S-1.2) and small bias power (< 1 µW). The temperature is ramped from 20

to 60◦C in 5◦C increments and stabilized to within 0.1◦C at each measurement point. We
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calibrated four devices using this protocol and calculated a TCR of 1590± 150 ppm/K

(µ ±σ ). In contrast, the TCR of the first generation of devices that we fabricated was

1167±53 ppm/K [302].

In order to determine the temperature of the force probe during operation we measure

an I-V curve and calculate the average piezoresistor temperature from

TPR = T0 +
1
α

R−R0

R0
. (5.8)

where the initial resistance is calculated from extrapolating the resistance to zero bias

(the minimum bias actually applied is on the order of 50 mV). The uncertainty of this

calibration approach can be calculated from

σTPR

µTPR

=

√(
σR

µR

)2

+

(
σR0

µR0

)2

+

(
σα

µα

)2

. (5.9)

where σX/µX is the relative uncertainty in each relevant variable. The relative

uncertainties of R and R0 are ±0.1% (about 5 Ω for a 5 kΩ resistor) and the uncertainty

in our α calibration is ±10%. The overall uncertainty in calculating the piezoresistor

temperature from its resistance is dominated by the TCR uncertainty and limited to ±10%.

Figure 5.29 presents the calculated temperatures in air and water for a parylene

passivated probe (design 12, 45 µm long and 2 µm wide with a 5.9 µm long piezoresistor).

The piezoresistor resistance as a function of the applied bias voltage is calculated from the

I-V response of the piezoresistor (Figure 5.10). The relative resistance change is converted

to a change in the average piezoresistor temperature from the TCR calibration data. The

thermal model used in the optimization code matches the experimental results to within

approximately 20% (Figure 5.29a).

The predicted temperature profile along the length of the force probe is plotted in

Figure 5.29b for operation in air and water at a bridge bias of 1 V (the typical operating

conditions during experiments). The maximum and tip temperatures during operation in

water increase by 5 and 1 K, respectively. Our model assumes heff values in air (2 kW/m2-

K) and water (50 kW/m2-K) that we measured using the first generation of devices that

were fabricated (Section F) [302].
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(a)

Air

Water

Air

Water

(b)

Figure 5.29: Piezoresistor self-heating during operation. (a) The change in resistance
with applied bias is converted to a temperature increase (solid lines) from TCR calibration
data. The average piezoresistor temperature predicted by the finite difference-based thermal
model (dashed lines) diverges by about 20% from the experimental data. (b) The predicted
temperature profiles in air and water for a bridge bias voltage of 1 V are plotted.

The thermal resistance at the base of the device (Rbase) is determined from a three-

dimensional conduction-convection FEA model as 20 and 5 K/mW in air and water,

respectively, for sensors attached to the end of a piezoelectric actuator. The FEA model

includes the force probe and a 100 x 100 x 100 µm volume of the silicon die at the

base of the probe. Heat dissipates away from the force probe and die convectively and
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Si Parylene Fluid

Figure 5.30: Thermal impact of parylene passivation. The parylene coating adds a series
resistance between the silicon and the surrounding fluid, which can be modeled as a simple
one-dimensional thermal system. A 250 nm thick parylene N coating decreases convective
heat transfer by 1% and 10% in air and water, respectively.

Rbase is calculated from the temperature and heat flux at the base of the force probe. The

simulations and our earlier Raman thermometry results indicate that the widely utilized

assumption that the temperature of the probe is constrained to the ambient temperature is

not a particularly good one.

Until now we have focused on the thermal modeling of unpassivated force probes.

However, parylene N has a fairly low thermal conductivity (0.125 W/m-K) and effectively

insulates the force probe from the surrounding fluid. However, parylene has only a small

effect on the self-heating of the force probes. Consider the one-dimensional thermal

conduction shown in Figure 5.30. The heat generated by the silicon piezoresistor must

traverse the parylene coating before escaping to the fluid. The thermal resistance of the

parylene (Rp) and fluid interface (Rf) are

Rp =
tp

kpA
(5.10)

Rf =
1

heffA
(5.11)

where tp is the parylene thickness, kp is the parylene thermal conductivity, heff is the

effective convection coefficient at the solid-fluid interface, and A is the surface area at each

interface. The addition of the series resistance from the parylene reduces the temperature at
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the parylene-fluid interface, resulting in a decrease in the effective value of heff according

to

h′eff = heff

(
1−

Rp

Rf

)
(5.12)

= heff

(
1−

tpheff

kp

)
. (5.13)

The parylene coating reduces heff by 1% and 10% in air and water, respectively,

assuming a 250 nm thick parylene coating. This simple analytical model does not

account for details such as the increase in surface area with parylene coating, but a two-

dimensional conduction-convection FEA model verifies that the simple analytical model

is fairly accurate. For example, the FEA model predicts a 14% heat transfer reduction in

water while the analytical model only predicts a 10% drop.

In summary, we monitor the force probe temperature during experiments from the

change in temperature of the silicon piezoresistor. The thermal model of the force probe

that we have developed enables the temperature along the entire length of the probe to

be calculated from the average piezoresistor temperature. Although parylene passivation

thermally insulates the force probe from the surrounding fluid, the effect on temperature is

small.

5.5.6 Displacement and force resolution

In this section we will combine the mechanical, electrical and thermal performance of

the devices in order to discuss piezoresistor measurement resolution. The measured force

resolution of several devices at a bridge bias of 1 V is presented in Figure 5.31 as a function

of their measurement bandwidth in air and water. Force noise increases roughly linearly

with bandwidth due to the combined effects of increasing noise and decreasing force probe

length.

The force resolution is calculated from

MDF =
Vnoise

SFV
(5.14)
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Figure 5.31: Measured force resolution for varying design resonant frequencies. The
minimum detectable force increases roughly linearly with measurement bandwidth (i.e.
probe resonant frequency) due to the combined effects of increasing noise and decreasing
sensitivity. Force resolution and measurement bandwidth are presented for operation in air
(orange) and water (blue) and account for the increased spring constant due to parylene
coating.

where Vnoise is the integrated noise from 1 Hz to the resonant frequency of the probe

and SFV is the force sensitivity, calculated from

SFV =
SXV

kc
. (5.15)

The uncertainty in the force resolution is calculated by propagating the uncertainty in

the spring constant and displacement sensitivity according to

σMDF = µMDF

√(
σSXV

µSXV

)2

+

(
σkc

µkc

)2

. (5.16)

The uncertainty in the noise measurement is insignificant compared with the spring

constant and displacement sensitivity uncertainty so is not included in the analysis for

simplicity.

Figure 5.32 compares the force resolution of the presented devices with prior single

crystal silicon piezoresistive cantilevers operating in air [35, 36, 154, 171, 195, 196, 202].
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Figure 5.32: Comparison between the force resolution of the present devices with prior
piezoresistive cantilevers. The force resolution of single crystal silicon piezoresistive
cantilevers in air, usually from 1 Hz to some upper frequency limit, is tabulated. The
cantilever dimensions, spring constant, resonant frequency, power dissipation and operating
temperature vary significantly between devices.

The cantilever dimensions, spring constant, resonant frequency, power dissipation and

operating temperature vary significantly between devices. For example, the cantilevers

reported by Harley were 89 nm thick and operated with a maximum temperature increase

of approximately 60 K in air while the cantilevers reported by Gel and Villanueva were

both 340 nm thick. While piezoresistive cantilever operation in water has been reported

previously, their integrated force noise was not stated [335, 410]. The performance of our

devices has improved more than an order of magnitude between 2009 and 2012 due to both

design optimization and fabrication improvements [196].

The force resolution of a piezoresistive sensor does not scale linearly with the

Wheatstone bridge bias voltage (Figure 5.33). Recall that both the 1/f noise voltage

noise spectral density (2.52) and force sensitivity (2.95) of the piezoresistor scale linearly

with bridge bias while the Johnson voltage noise spectral density (2.50) is independent

of bridge bias. Also recall that the force noise spectral density is equal to the voltage

noise divided by the force sensitivity. Accordingly, as the bridge bias is increased the 1/f

noise-limited force noise spectral density remains unchanged while the Johnson-limited
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Figure 5.33: Example force noise spectra and integrated force noise. (a) The force noise
above the 1/f corner frequency improves with increasing bridge bias voltage but low
frequency force noise is unaffected. (b) The relative force noise contributions of 1/f and
Johnson noise depend on the measurement bandwidth.

force noise spectral density decreases linearly. This leads to sub-linear improvement in

integrated force/displacement noise with increasing bridge bias.

For example, in Figure 5.33b the integrated force noise below 1 kHz is relatively

independent of the bridge bias. Resolution only improves with bridge bias if the devices

are operated beyond the 1/f noise corner frequency (e.g. 100 kHz), which increases
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Table 5.2: Summary of mechanical and sensor performance for selected devices operated at
a Wheatstone bridge bias of 1 V. All of the probes are 300 nm thick and have a total width
of 1 µm. Noise and resolution are calculated from 1 Hz to the resonant frequency of the
sensor. Operation in water reduces the resonant frequency, quality factor and temperature
increase from Joule heating while the required parylene passivation layer increases the
spring constant.

Device number 1 2 3 4 5

lc (µm) 96 75 61 46 35
lpr (µm) 9.5 7.7 6.6 5.2 4.1
R (kΩ) 5.16 3.97 3.94 3.15 2.65
α×10−5 (-) 4.3±1.3 3.0±0.3 3.7±1.5 2.7±1.6 2.2±1.7
SXV (V/m-V) 352±9.4 509±29 639±18 1160±13 2080±60

Air operation (unpassivated)

f0 (kHz) 20.8 45.5 78.2 138 214
Q (-) 3.7 4.3 6.3 8.9 11.7
kc (pN/nm) 1.12±0.01 2.40±0.21 4.72±0.26 11.2±0.97 20.8±0.59
∆Tmax/∆Ttip (K) 7.2/1.5 7.6/2.5 7.9/3.6 8.4/5.2 8.9/6.6
Vnoise (µV) 2.49 2.83 3.40 3.76 4.06
MDD (nm) 7.1±0.2 5.6±0.3 5.3±0.1 3.2±0.0 2.0±0.1
MDF (pN) 7.9±0.2 13.3±1.4 25.1±1.5 36.2±3.2 40.6±1.7
TMN floor (pN) 0.9 1.2 1.4 1.8 2.2

Water operation (220-250 nm of parylene N)

fd (kHz) 3.0 8.1 16.4 35.2 64.2
Q (-) 0.5 0.6 0.6 0.7 0.8
kc (pN/nm) 2.32±0.04 5.09±0.37 9.91±0.36 23.1±0.76 43.4±0.88
∆Tmax/∆Ttip (K) 3.0/0.0 3.4/0.0 3.6/0.0 3.9/0.0 4.1/0.2
Vnoise (µV) 1.83 1.90 2.29 2.49 2.74
MDD (nm) 5.2±0.1 3.7±0.2 3.6±0.1 2.1±0.1 1.3±0.1
MDF (pN) 12.3±0.8 18.8±3.5 35.6±2.9 50.4±3.5 57.4±3.6
TMN floor (pN) 3.5 4.7 6.6 9.3 12

linearly with the bridge bias. While the sensor resolution only improves sub-linearly

with increasing bridge bias, the piezoresistor power dissipation and resulting temperature

increase scales quadratically with bridge bias (Section 2.6.3). In summary, increasing

the Wheatstone bridge bias leads to diminishing returns in sensor resolution and a sharp
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increase in device temperature, so must be adjusted with care.

These results illustrate why both piezoresistor design optimization and accurate device

fabrication are essential to building high performance piezoresistive sensors. If the device

fabrication process does not match the assumptions used during the design (e.g. if α or Rs

deviate by an order of magnitude from their expected values) then the device will no longer

be operating at its optimal point and performance may degrade substantially.

The performance of several force probes in air and water is summarized in Table

5.2. All performance parameters are directly measured or calculated from validated

experimental data. The dominant sources of resolution uncertainty are the spring constant

and displacement sensitivity, and the error from each is propagated through to the sensor

resolution calculation. Probe mechanics are determined by the sensor; the actuator at

the base of the probe is relatively decoupled due to its much higher spring constant and

resonant frequency. Operation in water requires the deposition of a 200-300 nm thick

parylene N coating. The coating roughly doubles the spring constants of the probes

while the increase in damping reduces their resonant frequencies and quality factors 3-

5x. The minimum detectable displacements and forces are calculated in a measurement

bandwidth from 1 Hz to the resonant frequency of the probe. The spring constant increase

and bandwidth reduction in water partly cancel each other, resulting in a relatively small

change in resolution. In both air and water the force resolution of the sensor is about 5x the

thermomechanical force noise floor.

5.6 Actuator performance

We developed both thermal and piezoelectric on-chip actuators. We will discuss the thermal

actuator performance before moving onto the piezoelectric actuator. Their capabilities are

orthogonal to one another; the thermal actuator enables micron-scale deflections (e.g. 200-

300 nm/K) with rise times on the order of 100 µs, limited by the first-order response of

the actuator. In contrast, piezoelectric actuators are only capable of sub-micron deflections

(e.g. 10-100 nm/V) but the rise time is limited only by the mechanical frequency response

of the probe and can be sub-10 µs in water.
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5.6.1 Thermal actuator

The frequency response of a thermally actuated force probe with a 61 µm long and 1

µm wide sensor combined with a 60 µm long actuator is presented in Figure 5.34a. For

the measurements, the heater is DC biased (2 V) and then driven with a swept cosine

(0.1 V) so that there is a linear component to the actuation [55]. The transfer function is

calculated from the power dissipation at the AC drive frequency. The measured DC actuator

response of 560 nm/mW closely matches the 550 nm/mW (110 nm/K) predicted from the

finite difference-based thermal model. However, the measured -3 dB bandwidth is 3.1 kHz

compared with the lumped parameter model prediction of 12.7 kHz. For comparison, prior

micromachined scanning probes with integrated thermal actuation have demonstrated -3

dB actuation bandwidths in air on the order of 300 Hz [71], 1 kHz [50] and 2 kHz [411].

The time-domain step responses of the same 61 µm long force probe design in air and

water are presented in Figure 5.34b. The absolute deflection of the force probe tip was

measured on an upright microscope by projecting the image of the tip onto a differential

photodiode with a measurement bandwidth of 230 kHz. The heater power dissipation

required for a given tip deflection is significantly greater in water (280 nm/mW) than in

air (560 nm/mW) for a comparable tip deflection. Actuation in air is characterized by a

single time constant (57±1 µs). In contrast, the response in water is characterized by fast

(10±1.4 µs) and slow (108±20 µs) components due to heating of the surrounding liquid.

The 10-90% rise times in air and water are 92± 6.7 and 80± 4.9 µs. Actuation is about

four times slower than the lumped parameter model predictions (Section 3.2.3), indicating

that variation in temperature throughout the actuator can not be neglected.

Simultaneous actuation and sensing is demonstrated using the same force probe design

(Figure 5.35). The actuator is biased with a 1 V step (1.6 mW) filtered at 10 kHz with an 8-

pole Bessel filter. The Wheatstone bridge is biased at 1 V, the signal is amplifier 1000-fold,

filtered at 10 kHz and sampled at 100 ksps. The input referred crosstalk is on the order

of 700 µVpp/mW if a board-level reference resistor is used to complete the Wheatstone

bridge. The crosstalk decreases to 400 µVpp/mW if the resistor is swapped for an on-chip

reference cantilever, but crosstalk is limited by electrical and thermal mismatch between the

main and compensation actuators. Crosstalk decreases dramatically to 15 µVpp/mW if a
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Figure 5.34: Thermal actuator frequency and step responses. (a) The frequency response
in air has a significantly smaller bandwidth (3.1 kHz) compared with the lumped parameter
model prediction (12.7 kHz) due to temperature variation within the actuator. (b) The step
response in air is characterized by a single time constant. In contrast, the step response
in water has both fast and slow components due to heating of the surrounding liquid. The
resulting 10-90% rise times in air and water are 92 and 80 µs, respectively.

resistor (50 Ω) and potentiometer are added in series with the thermal actuators (nominally

600 Ω) on the main and compensation probes, respectively. The residual thermal crosstalk

signal corresponds to a temperature mismatch of 40 mK/mW and has a time constant (50

ms) that is several orders of magnitude slower than the actuator time constant.
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Figure 5.35: Simultaneous actuation and sensing. (a) Time-domain crosstalk between the
thermal actuator and piezoresistive sensor for a 1 V (1.6 mW) step filtered at 10 kHz for
three different crosstalk compensation strategies that use an off-chip reference resistor,
on-chip compensation force probe, or the compensation probe combined with a resistive
compensation circuit. (b) Detailed view of the fully compensated crosstalk performance.
The residual input referred crosstalk is 15 µV/mW (40 mK/mW). Capacitive coupling
between the actuator and sensor is on the order of -90 dB at 10 kHz.

Once the thermal crosstalk is compensated, capacitive crosstalk becomes noticeable.

The input referred capacitive crosstalk for an actuator step filtered at 10 kHz is -90 dB,

smaller than the -70 dB [57] and -80 dB [65] results reported previously. Capacitive

crosstalk is minimized through the combination of the compensation probe, metal rather

than silicon interconnects to the piezoresistor, and the grounded, highly doped diffusion

well that runs underneath the actuators for most of their length.

Recall that the force probes developed in this thesis were designed for the study of

cochlear hair cells (Table 1.1). The fastest rise times to date for macroscale flexible and
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rigid glass fibers are 150 µs and 50 µs, respectively. While the thermal actuator is a slight

improvement on the flexible fiber measurement system, it is not nearly fast enough for the

study of mammalian transduction channel kinetics, which would require a rise time of less

than approximately 10 µs.

5.6.2 Piezoelectric actuator

Piezoelectric actuation provides the possibility of much faster actuation. Both thermal and

piezoelectric actuators are first-order systems, with the -3 dB frequency set by the electrical

or thermal resistance and capacitance of the actuator. The -3 dB frequency of a typical

thermal actuator was on the order of 3 kHz. In contrast, the resistance and capacitance

of a typical piezoelectric actuator are on the order of 50 Ω and 800 pF, yielding a -3 dB

frequency on the order of 3 MHz.

The amplifier used to drive the actuator is a possible rate limiter in the system. However,

most op-amps are capable of driving an 800 pF actuator up to 100 kHz with ease; the

peak current is on the order of (100 kHz)(800 pF)(1 V) = 80 µA. For example, we often

used the THS4031 or THS4131 (Texas Instruments) to drive the piezoelectric actuator (for

single-ended and differential drive configurations, respectively). Both have an open loop

bandwidth on the order of 100 MHz, a slew rate of 50-100 V/µs and peak output current of

30-90 mA.

The frequency response of a force probe in air is presented in Figure 5.36a. The DC

response of the actuator is 8 nm/V while the resonant frequency and quality factor in air

are 308 kHz and 27, respectively. The probes could be operated in a closed loop up to 181

kHz with a 45◦ phase margin.

Actuation and measurement bandwidth are limited only by the mechanical frequency

response of the force probe sensor. There is a tradeoff between sensor length and tip

deflection (Figure 5.36b). A longer sensor results in greater mechanical amplification

of the actuator motion but a lower resonant frequency. Variation in tip deflection with

sensor length implies an effective d31 coefficient of 1.3 pm/V in comparison with 2.4 pm/V

recently reported for 100 nm thick AlN films [361].

The step response of an actuator operating in electrically grounded saline is presented
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Figure 5.36: Piezoelectric actuator performance summary. (a) Example frequency response
in air of a force probe with a resonant frequency of 303 kHz. (b) Tip deflection increases
with sensor length due to mechanical amplification. The effective d31 coefficient of the 75
nm thick AlN actuator is approximately 1.3 pm/V. (c) Step response in water of a parylene
passivated force probe. The 10-90% rise time is 5 µs and the tip deflection is 22 nm/V.

in Figure 5.36c. The probe deflection is measured by projecting the probe image onto a

differential photodiode with a 230 kHz bandwidth readout circuit while the actuator signal

is filtered at 80 kHz with an eight-pole Bessel filter. The probe response is critically damped

with a 10-90% rise time of 5 µs. The resistivity and breakdown voltage of the actuator were

measured as approximately 1013 Ω-cm and 10 V, respectively. The actuator is initially held

at a negative potential (e.g. -5 V) to maximize the usable single-sided deflection range.

The typical film crystallinity of finished PRPE wafers is shown in Figure 5.37. The

300◦C LTO deposition step after the AlN/Mo deposition process did not degrade film

crystallinity based upon measurements; the rocking curve FWHM measured by the vendor

immediately after film deposition was not measurably different from the final FWHM
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Figure 5.37: Typical film crystallinity measurement data. (a) 2θ −θ measurements show
the presence of well oriented AlN, Al and Mo films. (b) Rocking curve measurements
indicate excellent AlN grain orientation. The rocking curve FWHM values for 150 and 75
nm thick AlN films are 2.5 and 3.3 degrees, respectively.

measured on finished wafers. The XRD measurements were performed on an unpatterned

location near the center of the wafer, which is why the AlN, Mo and Al peaks are all

visible. The measured (nominal) 2θ − θ peaks for AlN (002), Al (111) and Mo (110)

peaks are 36.05 (36.04), 38.57 (38.44) and 40.53 (40.60) degrees, respectively. The only

other expected peaks in this angle range are Ti (100), (002) and (101) peaks but they are not



5.6. ACTUATOR PERFORMANCE 335

Figure 5.38: Cross-sectional SEM of an actuator with a 150 nm thick AlN
film. The AlN and Mo grains are clearly oriented and each layer of the stack
(Si/SiO2/Si/SiO2/AlN/Mo/AlN/Mo) is clearly visible. The thickness of the deposited films
were verified via cross-sectional SEM and matched the nominal film thicknesses to within
± 5 nm.

detectable. The XRD rocking curve FWHM determines how uniformly the AlN grains are

oriented. The 75 and 150 nm thick AlN actuators that we fabricated had FWHM values of

3.3 and 2.5 degrees, respectively. When deposited on polysilicon rather than single crystal

silicon the FWHM of the 75 nm thick film increased to 3.8 degrees due to the increased

substrate roughness.

A cross-sectional SEM of an actuator with a 150 nm thick AlN film is presented in

Figure 5.38. The AlN and Mo grains are clearly oriented and each layer of the stack

(Si/SiO2/Si/SiO2/AlN/Mo/AlN/Mo) is clearly visible. The thickness of the deposited films

were verified via cross-sectional SEM and matched the nominal film thicknesses to within

± 5 nm.

The frequency response of a piezoelectrically actuated probe in air is presented in

Figure 5.39 and illustrates the separation between the probe and actuator modes. The

frequency response was measured via LDV at the tip of the probe (top curve) and the

end of the actuator (bottom curve). The DC response of this probe is 50 nm/V and three

resonant modes are seen in the curves. The first resonant mode (21 kHz) corresponds to

the bending mode of the long silicon extension. The second mode (54 kHz) corresponds to
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Figure 5.39: Frequency response of a piezoelectrically actuated probe in air. The frequency
response is measured via LDV at the tip of the probe (top curve) and the end of the actuator
(bottom curve). The results confirm the separation between the first resonant modes of the
sensor and actuator.

the sensor portion of the force probe, and it nearly vanishes when the measurement laser is

placed on the actuator. The third mode (205 kHz) corresponds to the actuator portion of the

probe. The actuator deflection is mechanically amplified 3-fold between the actuator and

the tip of the probe. The results confirm the separation between the first resonant modes of

the sensor and actuator and that the higher order modes (Figure 3.8) do not come into play.

The frequency response of the main and compensation probes on the same silicon die

are presented in Figure 5.40. Matching between the main and compensation actuator is

critical to minimize both mechanical and capacitive crosstalk from the actuator to the

piezoresistive sensor. The main probe (orange line) has a resonant mode at 20 kHz from

the long silicon extension that is missing from the compensation probe response (blue

line). The DC responses of the main and compensation actuators are 117 and 118 nm/V,

respectively, while the actuator responses on resonance are 212 and 190 nm/V, respectively.

The first resonant mode of both probes is at 6.3 kHz. The DC actuator mismatch is less than

1% and the mismatch on resonance is on the order of 10% due to quality factor mismatch.

The primary downside of moving the actuator on-chip is increased crosstalk with
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Figure 5.40: Example of actuator matching between the main and compensation force
probes on a single device. The main probe (orange line) has a resonant mode at 20 kHz
from the long silicon extension that is missing from the compensation probe response (blue
line). The DC responses of the main and compensation actuators are 117 and 118 nm/V,
respectively, while the actuator responses on resonance are 212 and 190 nm/V, respectively.
The first resonant mode of both probes is at 6.3 kHz.

Actuator

1 V

Sensor

1 μV

+

Capacitive crosstalk

Mechanical crosstalk

Figure 5.41: Piezoelectric actuator-sensor crosstalk summary. The actuator is mechanically
and capacitively coupled to the sensor. The noise floor is the sensor is 120 dB smaller than
the typical actuator signal. We address crosstalk by taking advantage of common-mode
rejection, electrically isolating the actuator and sensor portions of the device, and trimming
any remaining capacitive crosstalk on the readout circuit.

the piezoresistive sensor. Crosstalk comes from both mechanical and capacitive sources

(Figure 5.41a). Mechanical crosstalk is from bending of the metal interconnects that run

adjacent to the piezoelectric actuator, and is limited by the interconnect gauge factor.

Capacitive crosstalk stems from coupling through the substrate and directly between
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Figure 5.42: Piezoelectric actuator-sensor crosstalk comparison. The uncompensated and
compensated performance of the second generation force probes is compared with the first
generation probes described in Appendix F and the results reported by Manalis [57] and
Kim [65]. The compensated crosstalk performance is about 20 dB better than all previous
work and is limited to -115 dB by mechanical crosstalk.

the adjacent electrodes. We combined four approaches to minimize crosstalk. First, the

optimal piezoresistor impedance was fairly low, ranging from 2-5 kΩ, minimizing the

voltage transduced by the capacitive current. Second, we fabricated identical main and

compensation force probes so that crosstalk is primarily limited by probe mismatch. Third,

we highly doped and grounded the silicon underneath the piezoelectric actuator. Finally,

we trimmed any capacitance mismatch between the main and compensation probes with

a variable capacitor-based scheme on the circuit board used for sensor readout (Appendix

C).

The force probe crosstalk performance is compared with prior work in Figure 5.42. The

uncompensated and compensated performance of the second generation force probes is

compared with the first generation probes described in Appendix F and the results reported

by Manalis [57] and Kim [65]. Crosstalk is limited to -115 dB by mechanical crosstalk

and is below -100 dB to 100 kHz. The mechanical crosstalk level corresponds to 1.8

ppm of resistance mismatch between the main and compensation probes per volt applied

to the actuator. The capacitive crosstalk at all frequencies is approximately 20 dB less
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Figure 5.43: Capacitive crosstalk compensation circuit. (a) Force probe schematic layout.
(b) The main and compensation probes on the silicon die are connect to the instrumentation
amplifier inputs and share a common ground connection. (c) The entire piezoresistive
sensing circuit with two off-chip potentiometers and two on-chip piezoresistors. (d) One
half of the actuation and sensing circuit. Capacitive crosstalk is in the uncompensated
circuit is limited by mismatch in the lateral capacitances between the actuator and
piezoresistor electrodes. (e) The addition of two resistors and one capacitor to the actuator
circuit allows the capacitance mismatch to be trimmed out.

than previous devices with integrated piezoresistive sensors and piezoelectric actuators.

The crosstalk is comparable to the piezoresistor noise floor depending on the actuation

bandwidth and amplitude.

The crosstalk compenstion circuit is summarized in Figure 5.43. A detailed view of a

single force probe and how the main and compensation probes are connected together to

form the sensing circuit are presented in Figure 5.43a-c. The crosstalk and compensation

circuit topologies are presented in Figure 5.43d-e.

The compensation probe side of the circuit (V−amp) has a variable capacitor (Ctrim), fixed
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series resistance (Rcomp) and series potentiometer (Rtrim). The main probe side of the circuit

(V+
amp) does not have the series potentiometer and Ctrim is a fixed capacitor. The lateral

capacitance mismatch between the two sides of the circuit is typically on the order of 2 pF,

and a 3-10 pF variable capacitor is typically matched with a 6.5 pF fixed capacitor. The

series resistance ensures that the time constant of the compensation capacitor and the lateral

capacitances are similar in magnitude. Best results are typically obtained with Rcomp ≈ 1

kΩ. The common mode rejection ratio (CMRR) of the instrumentation amplifier was not a

limiting factor in crosstalk performance; SPICE simulations indicate that the CMRR would

support crosstalk of as little as -160 dB.

The series potentiometer is necessary because the main and compensation actuators are

not identical in shape and size. The long extension on the main probe leads to a larger

resistance and capacitance for the main actuator (roughly 45 Ω and 900 pF, which includes

the actuator and seed/LTO capacitance) than the compensation actuator (roughly 13 Ω and

225 pF). The series potentiometer (Rtrim) adds resistance to the bottom electrode on the

compensation side of the circuit so that the main and compensation actuators have similar

time constants.

Note that the crosstalk circuit assumes that there is negligible capacitive coupling be-

tween the diffusion well and the piezoresistor interconnects. This is a good approximation

due to the low impedance from the diffusion well to ground and the combination of the wide

depletion region between the n-type well and the isolation trench that is etched around it

along most of the length of the device. If the diffusion well is left floating or not heavily

doped then the crosstalk performance degrades 40-60 dB.

In order to debug the actuator-sensor crosstalk, a small reference board was built with

just two surface mount resistors (2 kΩ) and capacitors (2.2 nF). The force probe and

reference board crosstalk performance is compared in Figure 5.44. While the crosstalk on

the reference board decreases monotonically, the force probe crosstalk flattens out below 30

kHz. The first and second eigenmodes of the sensor are visible in the crosstalk spectrum.

The results clearly indicate that mechanical crosstalk is the limiting factor at moderate

frequencies.

Due to the fact that mechanical crosstalk plays an important role in the system

performance, crosstalk rejection depends on the Wheatstone bridge bias. Crosstalk spectra
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Force probe
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Figure 5.44: Crosstalk spectra from a PRPE force probe and a reference printed circuit
board. The reference board includes a pair of surface mount resistors and capacitors in
order to emulate the electrical characteristics of the force probes. The reference board
crosstalk increases monotonically with frequency and is limited purely by capacitive
mismatch. The force probe deviates from the reference board due to the presence of
mechanical crosstalk, and the first and second eigenmodes of the force probe are visible
in the spectrum.

recorded from the same device presented in Figure 5.44 were measured for bridge bias

voltages of 50 mV, 250 mV and 1 V (Figure 5.45). Additionally, crosstalk performance

depends on resistance matching between the two sides of the Wheatstone bridge. Even

if both sides are balanced (i.e. the amplifier inputs are at Vbridge/2) there could be large

capacitive crosstalk if the resistive impedance seen looking out from each amplifier input do

not match. Depending on how well the main and compensation piezoresistors are matched,

the crosstalk at 100 kHz can be limited by mechanical crosstalk (Figure 5.42) or capacitive

crosstalk (Figure 5.45).

Mechanical crosstalk can be minimized by reducing the resistance of the interconnects

that run alongside the actuator, reducing their gauge factor, and reducing their stress. These

goals are orthogonal to one another and should be optimized if one wanted to improve

the mechanical crosstalk performance. For example, increasing the metal interconnect

thickness reduces the resistance, keeps the gauge factor constant, but increases the stress as

the metal moves further from the neutral axis. Metal is superior to silicon in the first two
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Figure 5.45: Actuator-sensor crosstalk increases with Wheatstone bridge bias. Crosstalk
spectra were recorded for bridge biases of 50 mV, 250 mV and 1 V. As the bridge bias
increases the mechanical crosstalk between the actuator and sensor is amplified. Capacitive
crosstalk also increases due to degraded matching between the main and compensation
force probes as their temperatures increase. The resonant peak and dip correspond to the
second eigenmodes of the main and compensation force probes, respectively.

respects (much lower resistivity and gauge factor) although it is typically slightly further

from the neutral axis than a silicon resistor could be [58].

The crosstalk circuit (Figure 5.43) illustrates that driving the actuator differential will

results in less crosstalk. Mismatch in the lateral capacitances between the main and actuator

probes is the main contributor of capacitive crosstalk. If the top and bottom electrodes are

driven differentially then the net capacitive mismatch on each side of the circuit as well as

the overall mismatch decrease. Figure 5.46 illustrates the capacitive crosstalk of a force

probe that was driven with single-ended and differential signals. A differential drive circuit

yields a crosstalk improvement of about 15 dB at 200 kHz and could probably be improved

further. The dip in the single-ended spectrum and enhancement in the differential spectrum

both correspond to the first resonant mode of the force probe; the amplitude changes

due to the difference in phase between the capacitive and mechanical crosstalk signals on

resonance. A differential drive circuit can be implemented fairly simply with a differential

op-amp in an inverting amplifier configuration. The combined sensing, actuation and
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Single ended

Differential

Figure 5.46: Driving the piezoelectric actuator differential leads to significantly smaller
crosstalk. In the single ended drive configuration the top electrode and diffusion well
are grounded while the bottom electrode is biased. In the differential configuration the
diffusion well is still grounded but the top and bottom electrodes are negatively and
positively biased, respectively, using a fully-differential amplifier. Partial cancellation
between the positive and negative drive signals leads to a small common-mode capacitive
crosstalk signal and improved crosstalk (20 dB at 200 kHz). However, the single-
ended bottom electrode drive configuration is required for simultaneous force- and
electrophysiology measurements as we will see in the next chapter.

compensation printed circuit includes a toggle switch to select between single-ended and

differential drive (Appendix C). Both options were used for characterization, but only

single-ended drive of the bottom electrode was used for hair cell experiments in order to

reduce crosstalk with the patch clamp electrode.

The step response of a piezoelectrically actuated probe in the time domain is presented

in Figure 5.47. In this set of curves the actuator is driven with 1, 2 or 4 V single-ended steps.

The tip of the force probe is unloaded and both the actuator and sensor signals are filtered

at 10 kHz with an 8-pole analog Bessel filter. Crosstalk is primarily mechanical rather

than capacitive up to 10 kHz, and the steps are repeated 400 times before the results are

averaged and plotted. The DC crosstalk (e.g. 2.5 mV for a 4 V actuator step) corresponds

to input referred mechanical crosstalk of -125 dB and is limited by mismatch between the

main and compensation force probes. The spring constant, resonant frequency and actuator
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Figure 5.47: Time-domain measurements illustrate mechanical crosstalk between the
actuator and sensor. The tip of the sensor was unloaded, so that only inertial forces are
acting on the sensor. Both the actuator and sensor signals are filtered at 10 kHz, and probe
resonant frequency is 8 kHz. The DC crosstalk corresponds to input referred mechanical
crosstalk of -125 dB.

deflection response for this device are 0.65 mN/m (after parylene coating), 7.3 kHz (in air)

and 75 nm/V. A sensor output change of 1 mV corresponds to a force of about 0.2 pN.

The ringing in the sensor signal is due to inertial loading of the sensor and can be used to

calibrate the frequency response of the device, particularly when Q is low.

A reasonable question at this point is whether the crosstalk problem is solved. Figure

5.47 illustrates that capacitive crosstalk is not detectable for force probes operated at

relatively low frequencies. As the operation frequency increases, capacitive crosstalk

will eventually perturb the piezoresistor signal. But capacitive crosstalk should be

repeatable and, once characterized, could be subtracted from the sensor output for open

loop experiments. Figure 5.47 also illustrates the magnitude of the mechanical crosstalk

artifact in the signal. For a tip deflection of about 300 nm the mechanical crosstalk signal

corresponds to a force artifact of 0.5 pN. If both the force probe and sample have a spring

constant of 1 pN/nm then the 300 nm deflection will be split equally between then, yielding

a force of 150 pN. For most applications, a 0.5 pN offset on top of a 150 pN signal would

be negligible. The results suggest that neither mechanical or capacitive crosstalk will be a
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limiting factor for measurement bandwidths below 10 kHz and possibly up to 100 kHz that

the force probes would be used for.

For applications that require more precision, mechanical crosstalk compensation could

easily be built into the measurement circuit. For example, the actuator voltage could

be buffered, inverted, manually trimmed with a potentiometer to cancel the residual

mechanical crosstalk, and summed at the input to the variable gain amplifier along with the

sensor output. The capacitive crosstalk results demonstrate that relatively simple analog

circuits can be used to compensate any repeatable artifacts in the sensor output.



Chapter 6

Cochlear hair cell experiments

In this chapter we will apply the force probes to the study of the hair cells in the mammalian

cochlea. We will briefly summarize the experimental setup before we move onto the

integration of the force probes with a patch clamp measurement system for simultaneous

hair cell stimulation and electrical current readout. The experimental work in this chapter

was largely performed by Anton Peng of the Ricci Lab at Stanford.

6.1 Experimental setup

The force probes were specifically designed for compatibility with the standard experi-

mental setup used to study cochlear hair cells. Hair cell protocols are described in detail

elsewhere (e.g. Ref. [412]) and we will only provide a high level overview of the setup.

The excised tissue sample that contains the hair cells is mounted underneath the

microscope objective and the patch clamp pipette and force probe are brought in from

the side at a 10-15◦ angle (Figure 6.1). The force probe is positioned using a three-axis

micromanipulator which allows the probe to be placed in contact with the bundle before

the microscale actuator is utilized. The probes are mounted on a custom PCB (Figure 5.4),

which is attached to an aluminum rod using a pair of screws (Figure C.3). The rod provides

an interface between the PCB and micromanipulator. The mechanical response of the rod

does not affect device performance because it is far stiffer and more massive than the rest

of the device and only on-chip actuation is used. A force probe is shown near a row of

346
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Force probe
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Figure 6.1: Experimental setup for studying cochlear hair cells. The excised tissue sample
is mounted on an upright microscope. The patch clamp pipette and force probe are mounted
on three-axis micromanipulators and are brought underneath the microscope objective from
the side at a 10-15◦ angle.

IHCs in Figure 6.2.

After the force probe is brought into the hair cell bath and all experiments have been

performed, the water is replaced with methanol to prevent stiction (Figure 5.11). While

relatively stiff devices (kc > 10 mN/m) can be removed from water without incident, the

softer probes intended for studying bundle mechanics would break at the air-water interface

due to the high surface tension of water. The bath should be replaced with methanol 5-10

times in order to remove all water and the force probe should be remain stationary while

the methanol evaporates. Heating the methanol to 40-50◦C speeds evaporation and reduces

the surface tension even further.

If a probe will be used to study OHCs, where the hair cell bundle has a V-shape, then

a 2-10 µm diameter borosilicate glass bead (Duke Scientific) is attached to the tip of the

probe after it has been parylene coated. The beads are attached to the probes on the same

microscope where the experiments are performed using the three-axis micromanipulator

that the force probes are mounted on. The beads are adhered to the device using a UV

curable adhesive (Loctite 352) although we have also used two-part epoxies with success
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Figure 6.2: Micrograph of a force probe and IHCs. The probe is mounted on a three-axis
micromanipulator with a step size of approximately 50 nm and brought into contact with
the bundle before the stimulus is delivered using the on-chip actuator.

(Devcon). The UV curing variety simply provides more time for the bead attachment

process. The attachment process is depicted in Figure 6.3. The beads and epoxy are spread

on a glass slide. The tip of the probe is dipped in adhesive near the edge of an adhesive drop

so that the probe is not pulled in too far via surface tension. Next the probe is positioned

over a bead and brought into contact with it. When the probe is retracted from the glass

slide the bead comes with it. Finally, the adhesive is cured for 15-20 minutes using a UV

lamp (Spectroline EN-180) and allowed to sit for at least 24 hours to allow the adhesive to

fully crosslink. If the probes are used too soon then the adhesive may delaminate from the

underlying parylene.

6.2 Patch clamp crosstalk

In the last chapter we discussed capacitive and mechanical crosstalk between the on-

chip piezoelectric actuator and piezoresistive sensor. Similarly, the on-chip actuator is

capacitively coupled with the hair cell and patch clamp pipette. A top-down schematic

view of the force probe pressing on a hair bundle is presented in Figure 6.4. The capacitance

between the force probe and the liquid is governed by the thickness and dielectric constant
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Figure 6.3: Process for attaching beads to the force probes. (a) The probe is mounted
on a three-axis micromanipulator and approaches a glass slide with a drop of UV curable
adhesive and glass beads on it. (b) The tip of the probe is dipped in adhesive near the
edge of a drop. (c) The probe is retracted and (d) positioned over a bead. (e) The probe is
brought into contact with a bead and (f) retracted from the slide, carrying the bead away
with it. Afterwards the adhesive is cured for 15-20 minutes with a UV lamp.

of the parylene passivation layer. The electrically conductive bath that the experiments are

performed in is grounded, but the Ag/AgCl reference electrode is relatively far away from

the probe and cell. The capacitance between the force probe and liquid is dominated by

the top electrode and diffusion well. A secondary source of capacitive coupling is the PCB

that the force probe is mounted on. Current from the actuator enters the patch clamp signal

through the cell membrane capacitance and patch pipette capacitance. The cell capacitance

is typically about twice the pipette capacitance (5 pF vs. 10 pF).

The capacitive artifact in the patch clamp signal is proportional to the rate at which the

actuator voltage changes and the capacitances involved. Accordingly, capacitive crosstalk

is primarily an issue for kinetics measurements, both because the actuator signal is filtered

at a higher corner frequency and because we are interested in the very beginning of the

patch clamp signal when the channels are just beginning to open. The cell and patch clamp

pipette capacitances are relatively fixed so we focused our effort on minimizing the probe

capacitances.
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Figure 6.4: The on-chip actuator is capacitively coupled with the hair cell and patch clamp
pipette. The capacitance between the force probe and surrounding liquid is dominated by
the top electrode, diffusion well and PCB that the probe is mounted on. The capacitance
between the patch clamp signal path and the liquid is set by the cell membrane and pipette
capacitance. In order to minimize actuator to patch clamp crosstalk the top electrode and
diffusion well on the force probe are grounded while the bottom electrode is biased and a
four-layer PCB is used to shield the signal lines from the liquid.

We combined several approaches to minimize the size of the capacitive artifact. The

most important step for minimizing crosstalk is to ground the top actuator electrode and

diffusion well on the force probe and only drive the bottom actuator electrode. This

effectively shields the actuator voltage between two ground planes, with only the edges

of the bottom electrode exposed to the liquid. Next, we mounted the devices on a four-

layer PCB with the sensor and actuator signals routed in the inner two layers and the outer

planes serving as shields.

Figure 6.5 presents capacitive artifacts in the patch clamp signal for two different

actuator stimulus rates. The patch clamp pipette and force probe were brought to within

several microns of each other to record the capacitive artifact. The capacitive artifact does

not change noticeably if the patch clamp is sitting in solution or patched on to a cell. The 8

V actuator voltage step is filtered with an 8-pole Bessel filter at either 10 kHz or 80 kHz. No

capacitive artifact is present in the patch clamp signal at 10 kHz, while at 80 kHz the peak

capacitive current is about 500 pA (65 pA/V). If the top piezoelectric actuator electrode

is biased rather than grounded the size of the artifact increases 10 to 30-fold (e.g. 5 to 15

nA at 80kHz). Similarly, if a two-layer board without shield layers is used rather than the

shielded four-layer design then the artifact increases by about 30 pA/V (e.g. 240 pA at



6.3. HAIR CELL MEASUREMENTS 351

0 V

8 V80 kHz

10 kHz

0 20 40 60

−500

0

500

Time (µs)

C
u
rr

e
n
t 
(p

A
)

Figure 6.5: Example of capacitive coupling between the on-chip actuator and patch clamp.
The force probe is positioned near but not in contact with a voltage clamped rat IHC. The
on-chip actuator is driven with an 8 V voltage step filtered at 10 kHz or 80 kHz with an
8-pole Bessel filter. In order to minimize capacitive coupling, the force probe is mounted
on a shielded 4-layer PCB and the bottom actuator electrode is driven while the diffusion
well and top electrode are grounded. No capacitive artifact is observed at 10 kHz. At 80
kHz the artifact peak is about 500 pA and it is gone within 17 µs.

80kHz).

6.3 Hair cell measurements

Finally, we demonstrated that the probes could be used to study the mechanics and

kinetics of mammalian cochlear hair cells. In this section we will briefly present proof

of concept data that were obtained using the fast force probes presented in this thesis. The

mechanoreceptor current from a rat IHC is presented in Figure 6.6. The actuator stimulus is

filtered at 80 kHz with an 8-pole Bessel filter and the probe movement is measured optically

by projecting its shadow onto a differential photodiode. The patch clamp and photodiode

signals are sampled at 1 MHz with parallel 16-bit ADCs. The force probe rise time, roughly

6 µs, is significantly faster than the mechanoreceptor current.
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Figure 6.6: Example mechanoreceptor current from a rat IHC. The bundle is stimulated
with a 45 µm long, 2 µm wide piezoelectrically actuated force probe. The actuator voltage
step is filtered at 100 kHz with an 8-pole Bessel filter. The force probe movement (top
traces) are measured with a differential photodiode while the mechanoreptor current is
measured with a patch clamp.

As of the thesis submission date, hair cell experiments are ongoing. The results

in this chapter demonstrate that the integration challenges (e.g. simultaneous stimulus

delivery and patch clamp measurements) are manageable through careful system design.

Surprisingly, the speed of the patch clamp is currently the slowest component of the system

and is the limiting factor for the kinetics experiments. However, the hair bundle mechanics

experiment is the application for which the force probes are uniquely suited (i.e. where

the force probe needs to be simultaneously soft and fast, rather than just fast) and where

the probes should hopefully enable high bandwidth measurements of the active mechanical

process in outer hair cells.
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Conclusions

The aim of this thesis was to develop a better, smaller, faster force probe for the study

of cochlear hair cells. In order to achieve that goal we had to develop new design and

fabrication processes along the way. In this chapter I want to look back on the project and

talk about some of the ways that the devices could be improved.

7.1 Design optimization is a Swiss Army knife

Design optimization played a central role in the project, which was born in the spring of

2008. Shortly after passing my qualifying exam, I moved to Zurich for a few months and

worked in Brad Nelson’s microrobotics lab at ETH. When I talked with my co-workers at

ETH about trying to measure pN-scale forces in a 100 kHz bandwidth they were fairly

skeptical. Slightly worried, I started designing cantilevers by hand based upon Jonah

Harley’s 2000 design paper [75]. It looked feasible, but designing devices by hand quickly

becomes unwieldy. So I wrote a set of Matlab scripts in order to make it easier to calculate

device performance from a set of design parameters.

Before leaving for Zurich, Sung-Jin Park presented slides at a group meeting on his ion

implantation design optimization work. He used an algorithmic approach to optimization

rather than a more general gradient-based one, because at the time we all thought that

numerical optimization would not have routinely found the global optimum. So I decided

to try implementing numerical design optimization to see if there was a way to make it

353
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work. Its strengths weren’t obvious at the time, and it was mainly a way to double-check

Harley’s design guidelines.

I started work on a Python implementation of a numerical optimizer (using SciPy and

NumPy) in order to use object oriented programming. This initial attempt failed, probably

due to not rescaling the design parameters to O(1) between iterations, so I went back to

the drawing board. Coincidentally, Mathworks had just added objects to Matlab R2008a,

making it feasible to implement numerical optimization in Matlab. After a few weeks of

trial and error I eventually got it working and was able to confirm that the results matched

Harley’s 2000 paper when the design constraints were identical. But suddenly we could

easily modify the design constraints and look at a much wider range of device designs.

After improving the optimizer some more and implementing randomized optimization,

Sung-Jin, Beth and I decided to write it up as a paper. With the initial design optimization

scaffold complete we were able to pile on the features. Over time I added amplifier

and thermomechanical noise, thermal modeling, and added support for ion implantation,

polysilicon, metal strain gauges and piezoelectric films. Design optimization was the

glue that held the project together; it lead us to compare piezoresistive and piezoelectric

sensing [43], which subsequently made us go back to piezoresistive sensing and critically

examine Joule heating and thermal modeling [302].

I wanted to relate the history of the project in order to encourage the use of numerical

design optimization. The initial purpose of the design optimization code was fairly modest

(verify existing design guidelines) and it wasn’t immediately obvious how important good

design would be to the success of the project. Along those lines, numerical design

optimization is an underutilized component in the MEMS designer’s toolbox, probably

because it seems like a large investment of time and resources without much benefit. I

would argue that numerical optimization is both easier to implement than you might think

(lumped parameter modeling can get you very far and you can use Appendix H as an

example to get started) and that it will eventually prove more useful than you could imagine

at the outset.
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7.2 Fundamental force sensing limits

In retrospect, my application was actually quite similar to Jonah Harley’s initial goal of

obtaining a 1 pN force resolution in a 10 Hz to 100 kHz bandwidth with kc ≈ 10 mN/m for

DNA sequencing [22]. At the time he identified several challenges with piezoresistive

cantilevers: that 1/f noise increased more than expected as he reduced the cantilever

dimensions (leading to the identification of Hooge noise as the dominant 1/f noise source)

and that operation in liquid was troublesome due to the unpassivated metal leads corroding

(which we have since solved at the expense of increased cantilever spring constant). In the

end, he concludes that piezoresistive cantilevers are unlikely to meet the requirements and

that the smart money would be on optical detection techniques.

Given another decade of piezoresistive cantilever design development it is worth

revisiting the DNA unzipping application. As an aside, high-throughput DNA sequencing

is in a very different state than it was a decade ago (e.g. nanopores) and I don’t see force-

based sequencing playing a role the future, but it provides a good opportunity to consider

the fundamental limits of high bandwidth force sensing. Figure 7.1 compares the force

resolution and several key design parameters for piezoresistive cantilevers as a function of

thickness for two design cases.

The first case assumes operation in vacuum and constrains the power dissipation to 2.5

mW, representative of the state of the art circa-2000. The resonant frequency of the vacuum

cantilever is constrained to 200 kHz in order to ensure a flat frequency response up to 100

kHz.

The second case assumes operation in water and constrains the maximum and tip

temperature increases during operation to 10 and 1 ◦C, respectively. We assume a minimum

resonant frequency in water of 100 kHz; the increased damping leads to a reduced quality

factor and flatter frequency response, although the overall length of the cantilever must still

decrease. The second design case represents the state of the art circa-2012.

In both cases we assume an epitaxial phosphorus piezoresistor and that the cantilever

width is three times its thickness. Both cantilever designs account for the reduction in

thermal conductivity with decreasing silicon thickness and the increase in Johnson and

thermomechanical noise with cantilever temperature. We assume that elastic modulus is
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Vacuum, power
constrained

Water, temp.
constrained
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Figure 7.1: Comparison between power and temperature constrained design methods. (a)
Force resolution from 10 Hz to 100 kHz as a function of cantilever thickness for two
different design methodologies. The first set of designs assume operation in vacuum with
a maximum power dissipation of 2.5 mW. The second design assumes operation in water
with the maximum and tip temperature increases constrained to 10 and 1◦C, respectively,
taking advantage of improvements in cantilever design and modeling in the past decade.
(b) The ideal power dissipation scales with cantilever thickness and is less than 2.5 mW in
both cases due to piezoresistor self-heating, which (c) heats the cantilever in vacuum more
than 200 K. (d) The cantilever in water is about 10 µm shorter than the vacuum design in
all cases.

independent of cantilever thickness for simplicity.

The results illustrate that as cantilever designs have become more realistic (i.e. one can-

not sequence DNA in vacuum with a cantilever tip temperature of 250◦C) the performance

of piezoresistive cantilevers has degraded modestly. The design improvements degrade
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cantilever force resolution roughly 4-fold at any given thickness, although the cantilever

tip temperature decreases 20 to 25-fold. As the cantilever thickness decreases from 300 to

50 nm, the force resolution only improves by about 4-fold in the temperature constrained

design case due to a reduction in the thermal conductivity of the silicon cantilever. The

degraded force resolution of the power constrained design stems from both the reduction

in length necessary for water operation and the reduction in power dissipation to maintain

a reasonable temperature during operation.

How can the force resolution improve in the future? Even current devices, without

any further improvements, operate fairly close to the thermomechanical noise floor. For

example, the thermomechanical force noise from 10 Hz to 100 kHz for a 1 mN/m

cantilever operating in water (Q ≈ 1/2) is about 1 pN. Thus, even optical readout is

barely feasible for high throughput DNA unzipping. Broadband force sensing in water

eventually runs into the thermomechanical force noise wall, and the only ways through

it are to reduce the measurement bandwidth or reduce the damping. The latter option

can be achieved by continuing to scale down cantilever dimensions or, perhaps, operating

the devices on the air-water interface [413]. Sub-micron piezoresistive cantilevers can

readily operate at or near the thermomechanical noise floor (depending on the precise

design and operating constraints), so there is fairly little benefit in using optical readout

or alternative transduction principles/materials. Broadband force sensing eventually runs

into the immovable barrier of thermodynamics and the only way forward is a reduction in

bandwidth through lock-in techniques. Of course, I would like to be proven wrong.

7.3 Future directions

If I were going to make another generation of fast force probes, here are some of the

changes that I would make. First, if I was going to use the same mask set again...

• The DRIE polymer cleanup step could be improved. The O2/CF4 process that we

used worked well on some wafers (Figure 4.19) but did not remove the polymer from

others. It would be worthwhile to more thoroughly investigate the through silicon

via (TSV) literature for aqueous cleaning solutions capable of removing the DRIE
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passivation polymers. Another option would be minimizing the polymer buildup

in the first place. The STS Pegasus tool used for the etches at the University of

Michigan deposited a far thicker and more tenacious polymer than the older STS

tool used at the SNF. It may be worth accepting more DRIE undercut in exchange for

less polymer buildup.

• The use of parylene passivation films should be critically evaluated. Parylene ended

up increasing force probe stiffness more than anticipated (compare Figures 5.6 and

5.18) and led to stiction problems with the softest force probe designs (Figure 5.11).

In particular, I would recommend revisiting the use of ALD-deposited passivation

films. We experimented with ALD passivation films (Figure 5.8) but the films

appeared to fail at the Al interconnect sidewalls. Including a sidewall polymer

cleanup step after the Al RIE step and increasing the ALD film thickness (from

10-20 nm to 40-50 nm) may solve the problem. In hindsight I think that ALD

passivation would result in less probe stiffening, avoid the stiction problem, and

could be deposited at the wafer- rather than the device-scale because it can be readily

wirebonded through.

• Speaking of wirebonding, Al should be deposited on the Mo bondpads for the

piezoelectrically actuated devices. The top and bottom Mo electrodes shorted out

far too easily during wirebonding; even with the force, power and time of the

wirebonding process optimized, actuator shorting resulted in a substantial drop in

device yield. A thick Al bondpad should solve this problem and could be solved

using images already included on the reticles that I used.

• All of the wafers received a roughly 400 nm thick LTO coating towards the end of the

fabrication process, just before etching the cracks in the exposed oxide. This LTO

layer was originally intended to protect the exposed metal from corrosion (Figure

4.17). However, it had an unintended consequence when we switched from releasing

the BOX via RIE to vapor HF. Due to the oxide cracks, vapor HF attacks the oxide

from both the front and back of the wafer. If the frontside LTO is much thinner than

the BOX or does not exist then the Al interconnects on the frontside of the wafer

will be undercut significantly. We only used a 400 nm thick LTO buffer layer but
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processed wafers with both 400 and 1000 nm thick BOX layers. The latter wafer

variety suffered from significant LTO undercut on the frontside, which lifted the Al

interconnects off the wafer entirely in some cases. I would recommend depositing a

slightly thicker layer of LTO on the wafer than the thickness of the BOX (e.g. 600

nm and 1200 nm) so that the BOX is completely removed by the time that etch starts

undercutting the frontside of the wafer.

If I was going to change the device layout without modifying the process flow...

• Increase the size of the piezoresistor contact vias. Any reduction in contact resistance

improves the device performance enormously. For thin piezoresistive devices I think

that it will always be necessary to use metal interconnects with a heavily doped

contact and lightly doped piezoresistor (Figure 4.28), but I would take a fresh look

at the size of the contacts to see if they could be increased in size. The width of the

contact is particularly important, and the one-dimensional transmission line model

should be used for modeling the contacts.

• Use Al interconnects to contact the piezoelectric actuators. The devices I designed

run the piezoelectric actuator all the way from the base of the device out to the

force probe. This results in poor matching between the main and compensation

actuators and much larger capacitances than necessary (e.g. 300 and 900 pF for the

compensation and main actuators, respectively). Instead, I would fabricate identical

piezoelectric actuators with the metal electrodes only extending 10-20 µm back from

the force probe. Then I would coat the actuators with LTO and make electrical

contact with them at the same time that the piezoresistor contacts are formed (Mo

does not etch in HF). This approach would result in better matching for reduced

crosstalk and a roughly 1000-fold increase in actuator bandwidth (not that GHz

actuation is necessary for the hair cell application). It would also solve the Mo

bondpad problem mentioned a moment ago.

• Finally, I would also take a fresh look at using Lorentz force-based electromagnetic

actuators (Section 1.4.2), mainly if you did not want to work with piezoelectric

films. In order to fabricate electromagnetic actuators with enough force generation,
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the current loop would probably need to extend fairly far along the force probe,

which is much easier with thicker devices. Crosstalk from the magnetic field

would necessitate placing the main and compensation probes directly next to each

other, and differential piezoresistor readout would become all the more important.

Electromagnetic actuation combines the fabrication simplicity of thermal actuators

with the speed of piezoelectric actuators. I think that there are an equivalent set of

challenges in working with piezoelectric and electromagnetic actuators, so it would

be worth experimenting with the latter actuator type. See Ref. [50] for a recent report

on electromagnetically actuated cantilevers.

I would encourage future researchers who develop high performance force probes to

focus on minimizing the steps required after fabrication and before the probes are used

for an experiment. The probes presented in this work require epoxying, wirebonding,

epoxying, sensitivity calibration, parylene coating and spring constant calibration at a

bare minimum. One could improve this process by developing a wafer-scale passivation

process (e.g. ALD), an alternative to wirebonding, and integrating spring constant and

displacement sensitivity calibration onto the measurement setup itself. At that point, the

preparation time per probe would drop from several hours to tens of minutes.

The piezoresistor design methodology and optimization code could be improved in a

variety of ways. First, only the vertical component of the dopant concentration profile

is currently included in the model. This simplification does not present a problem for

most cantilevers (i.e. this work or Ref. [329]) where it is beneficial to etch away all of

the silicon surrounding the piezoresistor (Section 2.8.4). However, accounting for lateral

dopant diffusion when the diffusion length is comparable to the nominal piezoresistor width

would improve the design of devices where the extra silicon can not be removed (e.g.

pressure sensors). Second, the design code could be extended to low temperature operation

by adding a more detailed analysis of dopant ionization. Third, the Hooge parameter (α)

varies up to an order of magnitude between devices from the same wafer (Figure 5.25).

Piezoresistor design could benefit from an improved understanding of the variation sources.

The force probes described in this thesis are relatively complex. If I were a biologist

studying hair cells who wanted to dramatically simplify the force probe design, then this is

what I would think about:
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1. The fundamental issue with flexible glass fibers or any other macroscale force probe

is that they’re simply too large to simultaneously have good force resolution and

time resolution. So the most important functions of a MEMS force probe are that it

is small, defined lithographically and mass produced.

2. External actuation with a macroscale piezoelectric stack and optimized experimental

setup can operate up to 30-40 kHz. While you can go much faster with an on-chip

actuator, that degree of actuator speed is not necessary for all applications.

3. One of the sticking points in this project was complexity. The fabrication process

took a long time to perfect and has a large number of steps. Devices with on-

chip sensing and actuation can be used on any microscope and have a number of

benefits, but the electrical connections, passivation and calibration steps add time

and complexity. A probe that requires five hours of preparation and calibration is

less useful for actual experiments than a probe that takes just five minutes and uses

mostly external components.

4. With that in mind, if all electrical connections are eliminated (i.e. no on-chip

actuation or sensing) and probe deflection is measured optically, then the force probes

could be snapped out of the wafer and mounted on the macroscale actuator within

minutes. Depending on the resolution of the optical sensor, the spring constant could

be measured in-situ via thermomechanical noise.

5. In this design modality, microfabrication would be used solely to make mechanical

probes. The fabrication process would require only two lithography steps (frontside

etch and backside etch) and could use polysilicon-on-insulator wafers to cut costs.

This force probe approach would work for hair cell mechanics (where force probe

spring constant vs. rise time is the limiting factor) and would be an improvement

over stiff glass probes for measuring hair cell kinetics.

Interestingly, at this point the force probes would be small AFM cantilevers except

that the probe deflection might be measured by projecting the image of the probe directly

onto a segmented photodiode rather than bouncing a laser beam off of it. In designing
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a high performance force probe, the fundamental question to consider is whether the

complexity should go in the probe (i.e. piezoresistive sensing, piezoelectric actuation,

wirebonding and passivation) or in the experimental setup (i.e. a high-speed photodiode

detector and optimized macroscale actuation). The same essential tradeoff is made in

commercial atomic force microscopes, where the complexity is in the instrument and the

silicon cantilevers are inexpensive and mass produced. Integrating actuation and sensing

onto the microcantilever yields large performance improvements, but is not necessary for

all applications.

There is no such thing as a free lunch and the complexity must go somewhere. If you

choose to place the complexity in the force probe, then I hope that this thesis will prove

useful.



Appendix A

Glossary of mathematical symbols

This Appendix summarizes the mathematical symbols that are used throughout the

thesis. Several symbols have multiple meanings; for example, α is used to represent the

temperature coefficient of resistance, the coefficient of thermal exansion, and the Hooge

factor. We have tried to separate these overloaded symbols in the text and make their

meaning clear whenever they are used. Symbols that are only used once or twice (e.g.

the Tsai model for phosphorus predeposition or the variation in bandgap energy with

temperature) are not included in the table for succinctness.

Table A.1: Glossary of mathematical symbols.

Symbol Units Description

α - Hooge factor

α ppm/K Coefficient of thermal expansion

α ppm/K Temperature coefficient of resistance

β ∗ - Sensitivity factor

β ∗1 - Sensitivity factor (piezoresistance factor effect)

β ∗2 - Sensitivity factor (depth effect)

ε F/m Electrical permittivity

ε - Mechanical strain

η Pa-s Fluid viscosity

γ - Resistance factor
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Table A.1: Glossary of mathematical symbols (continued).

Symbol Units Description

Λ m Thermal healing length

µ cm2/V-sec Carrier mobility

ω rad/s Angular frequency

π 1/Pa Piezoresistive coefficient

ρ Ω-m Electrical resistivity

ρ kg/m3 Density

ρa kg/m3 Actuator density

ρc kg/m3 Cantilever density

ρf kg/m3 Fluid density

ρp kg/m3 Passivation layer density

σ Pa Mechanical stress

σ S/m Electrical conductivity

τ s Time constant

A m2 Cross-sectional or film area

AVJ V/
√

Hz Amplifier Johnson voltage noise coefficient

AVF V Amplifier 1/f voltage noise coefficient

AIJ A/
√

Hz Amplifier Johnson current noise coefficient

AIF A Amplifier 1/f current noise coefficient

AXK m/K Thermal actuator temperature responsivity

AXW m/W Thermal actuator power responsivity

AXV m/V Piezoelectric actuator responsivity

B T Magnetic field

b kg/s Drag coefficient

c J/kg-K Specific heat capacity

C 1/m Cantilever beam curvature

C Pa Elastic stiffness tensor

C F Electrical capacitance

C J/K Thermal capacitance
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Table A.1: Glossary of mathematical symbols (continued).

Symbol Units Description

Ca J/K Actuator thermal capacitance

D m2/s Diffusivity

d31 pm/V Transverse piezoelectric coefficient
√

Dt m Dopant diffusion length

Ea Pa Actuator elastic modulus

Ec Pa Cantilever elastic modulus

EF eV Fermi energy level

Eg eV Bandgap energy

Ep Pa Passivation layer elastic modulus

FTMN N/
√

Hz Thermomechanical force noise

f−3dB Hz -3 dB frequency

f0 Hz Undamped first resonant mode frequency

fd Hz Damped first resonant mode frequency

fmin Hz Minimum measurement frequency

fmax Hz Maximum measurement frequency

G - Amplifier gain

G m/N Simple harmonic oscillator frequency response

G W/K Thermal conductance

Gpr W/K Piezoresistor thermal conductance

Gbase W/K Cantilever base thermal conductance

G′f W/m-K Structure-fluid thermal conductance per unit length

heff W/m2-K Effective convection coefficient

h J-sec Planck’s constant

I m4 Second moment of area

I A Electrical current

J A/m2 Electrical current density

k W/m-K Thermal conductivity

k N/m Spring constant
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Table A.1: Glossary of mathematical symbols (continued).

Symbol Units Description

kb J/K Boltzmann’s constant

kc N/m Force probe spring constant

kf W/m-K Thermal conductivity (fluid)

ks W/m-K Thermal conductivity (solid)

L H Inductance

la m Actuator length

lc m Cantilever length

lh m Thermal actuator heater length

lpr m Piezoresistor length

lpe m Piezoelectric actuator length

m kg Mass

m A-m2 Magnetic moment

meff kg Effective mass, scaled to account for eigenmode shape

MDD m Minimum detectable displacement

MDF N Minimum detectable force

N cm−3 Dopant concentration

Na cm−3 Acceptor dopant concentration

NB cm−3 Background dopant concentration

Nd cm−3 Donor dopant concentration

Nepi cm−3 Epitaxial layer dopant concentration

n cm−3 Carrier density

ni cm−3 Intrinsic carrier density

Neff - Effective number of carriers

Npr - Number of piezoresistors in a Wheatstone bridge

Nz µm−2 Effective carrier density per unit area

P m Perimeter

P - Piezoresistance factor

P - Average piezoresistance factor
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Table A.1: Glossary of mathematical symbols (continued).

Symbol Units Description

q C Single electron charge

Q C Electrical polarization charge

Q - Quality factor

R Ω Total electrical resistance

R K/W Thermal resistance

Ra K/W Actuator thermal resistance

Rbase K/W Cantilever base thermal resistance

Rcontact Ω Contact resistance

Rexcess Ω Excess electrical resistance

Rpr Ω Piezoresistor electrical resistance

Rs Ω/� Sheet resistance

S 1/Pa Elastic compliance tensor

SXV V/m Displacement sensitivity

SFV V/N Force sensitivity

SA V2/Hz Amplifier noise power spectral density

SH V2/Hz Hooge (1/f) noise power spectral density

SJ V2/Hz Johnson noise power spectral density

STMN V2/Hz Thermomechanical noise power spectral density

T K Temperature

T∞ K Ambient temperature

TCTD m/K Temperature coefficient of tip deflection

Tmax K Maximum cantilever temperature

Tpr K Average piezoresistor temperature

Ttip K Cantilever tip temperature

Tn - Temperature normalized to 300 K

t s Time

ta m Actuator thickness

tc m Cantilever thickness
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Table A.1: Glossary of mathematical symbols (continued).

Symbol Units Description

tj m Junction depth

tp m Passivation layer thickness

tpr m Epitaxial piezoresistor thickness

tr s Rise time (10-90%)

v m Transverse beam deflection

Vb V Resistor bias voltage

Vbridge V Bridge bias voltage

vtip m Cantilever beam tip deflection

VA V/
√

Hz Amplifier noise spectral density

VH V/
√

Hz Hooge (1/f) noise spectral density

VJ V/
√

Hz Johnson noise spectral density

Vnoise V/
√

Hz Overall noise spectral density

VTMN V/
√

Hz Thermomechanical noise spectral density

wa m Actuator width

wc m Cantilever width

wpr m Piezoresistor width

W W Electrical power dissipation

zn m Cantilever beam neutral axis

z0 m Static tip deflection
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them were not discussed in this work, in particular: SU-8 force posts for biological force

measurements, a detailed comparison between piezoresistive and piezoelectric sensing, and

the contact mechanics of rough surfaces during adhesive elastic contact. The common

theme between all of them is the measurement of microscale mechanical phenomena.
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Appendix C

Circuit details

This appendix presents several important circuit implementation details. The schematic

(Figure C.1) and layout (Figure C.2) of the final amplifier board as well as the layout of the

final four-layer cantilever board (Figure C.3) that I developed are presented.

First, a quick general note on the circuits in general. The sensing portion of the circuit

could be implemented on a breadboard rather than a PCB without much of an impact

on performance (extra capacitive and inductive parasitics probably wouldn’t change the

operation below 100 kHz). A PCB simply makes the system more robust and reliable, and

in my experience, is well worth the time and cost. However, the crosstalk compensation

portions of the circuit could not be reliably implemented on a breadboard. Variation in

capacitances of a few hundred fF leads to a large change in capacitive crosstalk.

The boards were designed in Eagle and crosstalk simulations were performed in

LTSpice IV. The boards were fabricated at Sierra Proto Express (Sunnyvale, CA) and

Imagineering Inc. (Elk Grove Villtage, IL). Sierra enabled smaller vias (10 mils) and trace

size/spacing (5 mils) which was essential for the layout of the four-layer cantilever board so

that the ground planes wrapped around the bondpads (Figure C.3). Imagineering was less

expensive for large boards that combined amplifier and cantilever boards using route/retain.

Both vendors manufactured extremely high quality boards and I would recommend either.

Power supply decoupling capacitors were chosen based upon the specification sheet of each

component on the board (mainly 0.1 µF ceramic capacitors with 10 µF tantalum capacitors

for the power supply cable and instrumentation amplifier).

373



374 APPENDIX C. CIRCUIT DETAILS

The amplifier circuit (Figures C.1 and C.2) consists of sensor readout, actuator driver

and crosstalk compensation portions. The Wheatstone bridge bias is generated by a +5V

voltage reference (ADR425), trimmed down to the desired voltage with a potentiometer

and buffered (AD8671). The Wheatstone bridge consists of potentiometers on each of the

top two legs with the main and compensation probes on the bottom two legs. The main

probe is arbitrarily connected to the positive amplifier input.

A pair of 1 kΩ resistors are included on the board as a voltage divider. The divider

output can be connected to the negative amplifier input instead of the potentiometer/com-

pensation resistors using a switch (AYZ0102). This is useful in case the compensation

probe breaks (unlikely) and it makes balancing the bridge easier (i.e. switch to using the

reference resistors and balance the positive side of the bridge, then switch back to using

the compensation probe and finish balancing the bridge instead of using a multimeter to

monitor the amplifier input voltages).

The main and compensation probes are put on opposite sides of the Wheatstone bridge

so that any common-mode crosstalk from the actuator is rejected by the instrumentation

amplifier. The downside with this approach is that two potentiometers are needed (a poor

balancing job could be done with a single potentiometer, though, if absolutely needed).

Alternatively, one could imagine putting both the main and compensation probes on one

side of the bridge with a fixed resistor and single potentiometer on the other side of the

bridge. This is the approach that I utilized for the first-generation probes and circuit board,

and it performs extremely poorly.

The potentiometers at the top of the Wheatstone bridge actually consist of two

wirewound potentiometers connected in series on each side of the bridge (Figure C.4). One

potentiometer on each side is used for coarse adjustment (typically 20 kΩ) while the second

potentiometer provides fine adjustment (typically 1 kΩ). You should only use wirewound

potentiometers; cermet potentiometers can yield excess 1/f noise that confounds your noise

experiments. Both through-hole and off-board wirewound potentiometers can be procured.

I ended up using off-board potentiometers because they are easier to adjust (via fingers

rather than a screwdriver).

The amplifier and cantilever circuits are connected using 10-position low profile

headers (B10B-ZR, JST). The matching cable housings are attached to standard 8-wire
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shielded RJ45 cables (Figure C.5). The exposed wire is coated with hot glue in order

to make it sturdier. The spare connections on each end of the header are connect to the

amplifier circuit ground and to the cantilever circuit ground planes. This ensures that

both the RJ45 shield and cantilever circuit are grounded with the formation of any ground

loops and works extremely well in practice. The power cable (Figure C.6) is assembled

using standard Molex headers and cable housings. The substrate connection can either be

grounded (using a jumper) or arbitrarily set (using an SMA connection).

The signals from each side of the Wheatstone bridge are connected directly to the

instrumentation amplifier (INA103) inputs. The actuator drive signals are capacitively

coupled to the instrumentation amplifier inputs using a fixed capacitor and variable

capacitor. I tested several different surface mount variable capacitors and found that

Murata (e.g. TZB4Z030AA10R00 or 490-1984-1-ND from Digikey) varcaps were the

easiest to work with. Optional series resistors and capacitors to ground are included on the

board before the capacitive coupling in order to better emulate the on-device crosstalk

mechanisms. In practice these additional components made a negligible difference on

crosstalk performance.

It is extremely important to adjust the variable capacitor using an insulated screwdriver

(e.g. Murata KMDR010) so that you do not affect the capacitances while adjusting the

variable capacitor; otherwise you will have an extremely difficult time canceling the < 1

pF of capacitive mismatch between the two instrumentation amplifier inputs.

The output from the instrumentation amplifier is amplified using an inverting op-amp

with the feedback resistor selected using a three-position switch (AYZ0103). A second gain

stage ensures that there is sufficient bandwidth for any conceivable measurement (e.g. 800

kHz for the INA103 with G=100) and can be convenient for measuring either very small or

large forces if the data acquisition system does not incorporate variable gain. The output

signal from the variable gain amplifier (VGA) is connected to an SMA connector. If a long

cable is used (i.e. a large capacitive load), then a small snubber resistance can be added

in series with the cable to eliminate oscillations. This is a common problem and is due to

the fact that the output impedance of op-amps increase with frequency so that, combined

with the capacitive load of the cable, the amplifier sees and RLC resonator. Adding the

snubber resistor damps out the oscillation. A high-speed, low-noise op-amp with sufficient
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bandwidth (e.g. THS4031 or ADA4898-1) is used for the VGA.

The final portion of the circuit is the actuator driver. The input signal is buffered with

an op-amp (ADA4898-1 or AD8671) to increase the current drive capability. Many data

acquisition boards only have an output drive capability of 1-2 mA, which can limit the

actuator slew rate and range. The buffer input is connected to ground with a large resistor

(e.g. 100 kΩ) so that the input bias current (e.g. 1-2 pA) does not saturate the buffer

amplifier when a cable is not connected. The buffer drives an inverting differential op-

amp (THS4131) which converts the single-ended signal into a differential one. A switch

(JS202) selects between the single-ended and differential drive options. In both cases, a 20

Ω snubber resistance is added in series with the actuator drive signal in order to prevent

oscillations. Additional resistance can be added to the actuator drive outputs (e.g. a 50 Ω

fixed resistance for the main probe actuator and a potentiometer for the compensation probe

actuator) for crosstalk compensation. This excess resistance can either be used to match the

time constants of the two actuators (piezoelectric actuation) or trim any mismatch between

the silicon heater on each probe (thermal actuation) and is fairly important for the overall

crosstalk performance of the system.
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Figure C.1: Amplifier and crosstalk compensation board schematic. Circuit details are
discussed in the text of the appendix.
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Figure C.2: Amplifier and crosstalk compensation board layout. The ground and power
planes are omitted for clarity. Both two- and four-layer boards were designed and
assembled. The board is routed and retained on the panel received back from the PCB
vendor.
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Figure C.3: Four-layer cantilever board layout. The board is shown without (left) and with
(right) the ground planes shown. The signal traces are run on the interior two layers of
the board. Ground planes cover the top and bottom layers of the board and run along the
outside of the signal layers. The sensor (teal) and actuator (yellow) signals are run on
separate planes and run symmetrically so that any capacitive crosstalk is balanced at the
amplifier inputs. A silkscreen block on the frontside of the board is used to label each
device and a pair of 2-56 through holes are used for board mounting. It is important that
the tip of the board is as narrow as possible so that it does not interfere with operation on
an upright microscope. The board layout is defined using a 100 mil routing bit with a 10
mil gap between the copper and the edge of the board.
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Figure C.4: Example of an assembled amplifier circuit. A custom base plate is laser cut
from acrylic and text labels are engraved into it for user friendliness. The Wheatstone
bridge bias and balance are adjusted using the five potentiometers shown. The amplifier
board is connected to the ±15 V power supply and cantilever board using a pair of cables
(shown). The circuit inputs and outputs are accessed using SMA-BNC cables (not shown).
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Figure C.5: Assembled cantilever cable. A standard shielded 8-wire RJ45 cable connects
the amplifier and cantilever boards. The cable is attached to a 10-position housing and the
exposed wires are coated with hot glue. The cable shield (bottom wire in the photo) is
connected to one of the edge positions of the cable housing on both sides of the cable. This
grounds the cable shield as well as the ground planes on the cantilever board that the force
probe is mounted on without ground loop formation.

Figure C.6: Example of an assembled power cable. The amplifier circuit board is connected
to a power supply using a hand-assembled power cable with Molex headers and cable
housings.



Appendix D

Reticle and wafer layouts

The layouts of the reticles and wafers for each of the fabrication runs are illustrated in this

section. The fast-pr-* reticles were used for the first fabrication run (Appendix F) while

the fast-probe-* reticles were used for the final run presented in the body of the thesis.

The fast-probe-* reticles include the boxes that denote the size of each image including

the 1.2 mm gap between images. All of the reticles are drawn data clear; the shaded areas

correspond to regions where chrome should be removed from the reticle.
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Figure D.1: Reticle fast-pr-1. The first reticle used in the 2008 fabrication run. The images
used for the test structure die are near the bottom of the reticle while the 19 nearly identical
images near the right side of the reticle were used to define the various piezoresistor and
cantilever designs.
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Figure D.2: Reticle fast-pr-2. The second reticle used in the 2008 fabrication run. The
semicircle and trenches near the top of the reticle were used for a side project related to
positioning C. elegans works for cross-sectional cryogenic TEM imaging.
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Figure D.3: Reticle fast-probe-1. The first reticle used in the 2010 and 2011 fabrication
runs. The black bounding boxes denote the boundary of each image and the minimum
spacing required between images and are not included on the reticle.
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Figure D.4: Reticle fast-probe-2. The second reticle used in the 2010 and 2011 fabrication
runs.
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Figure D.5: Reticle fast-probe-3. The third reticle used in the 2010 and 2011 fabrication
runs.
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Figure D.6: Reticle fast-probe-4. The fourth reticle used in the 2010 and 2011 fabrication
runs.



Appendix E

Fabrication process details

This section includes process details that should enable someone to reproduce the force

probes described in this thesis. All process details are explained in

E.1 Wafer handling

The wafers are extremely fragile once the backside etch is complete. Precautions need to

be taken during wafer handling. There are a few very specific handling issues that I want

to mention.

First, gasonics (a downstream oxygen plasma asher) can be used on released wafers.

However, the vacuum chuck may break the devices or, more likely, fail to recognize the

wafer due to the lack of a vacuum seal. This problem can be resolved by loading a dummy

wafer, pausing the tool once the wafer is on the main robot arm, replacing it with the device

wafer, and restarting the tool. Once the oxygen plasma step is complete, the reverse process

should be used.

Second, force probes can handle wet processing steps if 1) they are still attached to

the BOX, 2) they are handled extremely carefully and 3) they are dried in a convection

oven rather than a spin rinse dryer (SRD). Regarding the first point, the BOX prevents

the probes from sticking to themselves or to the sidewalls of the devices, even if cracks

have been etched into the BOX. Regarding the second point, the wafers specifically can not

handle normal dump rinsers. Rather, they need to be manually rinsed in a still DI water
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bath and set aside while the bath is refilled. The manual rinse step usually consists of

lowering the wafers into the water (with the probes facing down), letting it sit, and very

slowly raising it back up. Do not move the wafers quickly at any time. Regarding the third

point, the wafers need to be air dried after any wet steps. While one could allow them to

dry for 30-60 minutes at room temperature, I usually put the wafers in a 95◦C convection

oven for faster drying. Before putting the wafers in the oven I would recommend letting

them sit out (while oriented vertically, as they should be in the entire cleaning process) so

that the bulk of the water can drip off of them.

Third, the wafers can usually handle being placed faced down on flat surfaces after the

probes are released as long as the surface isn’t rough. For example, when etching the BOX

from the backside of the wafer in AMT etcher, I have tried placing the wafers directly in

the tool (there is no frontside photoresist at this point; it tends to burn) and have also tried

putting the wafer in the tool on a backing wafer with kapton tape spacers between the two

(to prevent direct contact). There wasn’t any noticeable difference in yield between the two

techniques. I would not take a released wafer and slide it across a table, but if it needs to

be set facedown on a surface, the devices will probably survive.

Wafer handling after the backside etch is fairly nuanced, and very small changes in

handling technique can result in dramatic changes in probe yield.

E.2 Runsheets

The runsheets for the various fabrication processes discussed in the thesis are presented in

this section. The runsheets reflect the original processes used to fabricate the probes and

not necessarily best practices. For example, the first fabrication run used RIE to remove the

BOX and release the probes. At the time this was the only option; wet processing (e.g. pad

etch) broke nearly all of the cantilevesr. However, since then, a metal compatible vapor HF

tool was installed in the SNF. The vapor HF tool yields far better results (e.g. no shadowing

or polymer deposition) and is preferable to RIE release in all cases. Another example: the

first fabrication used a forming gas anneal (FGA), but later experiments indicated a lower

contact resistivity to could be achieved without the FGA step and the second and third

fabrication runs used a Ti/Al metal stack without an FGA. In other words, if you were to
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process devices based upon these runsheets, please do not blindly follow them.

All of the process runsheets are written assuming an initial device layer thickness of

roughly 340 nm and relatively soft probes (< 100 pN/nm). Thicker device layers will

require DRIE rather than RIE for the frontside etch. Soft probes tend to break during wet

processing after they are released from the wafer. Accordingly, all steps after the BOX

removal are dry in each of the processes. If the probes are stiff enough to handle wet

processing steps then steps can be rearranged and modified accordingly (e.g. pad etch

rather than RIE BOX removal, assuming that HF vapor is not available). If you plan to use

a wet BOX release, first render the wafer hydrophilic using an oxygen plasma RIE step or

else the etchant may not enter the backside etch trenches.

Regarding the runsheets, please note that the the recipes and settings are only

approximate. If you are trying to reproduce the processes it is essential that you examine

the wafers before and after each step and perform additional measurements (e.g. SEM,

profilometer, sheet resistance) whenever possible. Etch processes should be monitored

using endpoint detection (if available) or by visually monitoring changes in wafer color,

plasma color, or the hydrophobicity of the wafer. For the sake of brevity these steps are not

explicitly included in the runsheets. To be perfectly clear:

• Examine the wafers before and after every step under the microscope. New

cleanroom users do not do this enough and it is absolutely essential. If a layer looks

strange, examine it using another tool (e.g. SEM, nanospec, ellipsometer) and rework

the layer if necessary.

• Check the the thickness of every deposited film. Dielectric films can be measured

via ellipsometry. The thickness of conductive films can be inferred from their sheet

resistance or can be measured via profilometry.

• Check the sheet resistance of every conductive film. This data will be essential

during device modeling. If the deposited film will not be large enough for 4PP sheet

resistance measurements (e.g. diffusion through oxide windows), be sure to include

blank process monitor wafers.

• Check the frontside-to-backside overlay using infrared microscopy if possible.
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• Check critical dimensions via electron microscopy (e.g. probe width). There will

always be some systematic bias between the mask layout and resulting dimensions

due to etch/exposure settings.

• Check tool etch rates immediately before processing your wafers. This is particularly

important for etches without endpoint detection or another clear endpoint indicator

(e.g. becoming hydrophobic). This is particularly important for etching alignment

marks because the amtetcher etch rate can be unstable.

• Similarly, check deposition rates whenever possible by running dummy wafers

immediately before your device wafers. This is especially important for LTO

deposition (tylanbpsg) because the deposition rate is unstable.

Several of the recipes will be abbreviated in the runsheets. Here are details on some of

the tools and recipes that will be used:

• amtetcher: a batch reactive ion etcher used for etching alignment marks and silicon

dioxide. We use the oxide etch and via etch recipes. Both use CHF3 and O2 at

roughly 40 mTorr and a -530 V DC bias, but with different flow rates. The oxide

etch program (6 sccm O2 and 85 sccm CHF3) etches oxide with high selectivity to

silicon. The low oxygen flow rate leads to polymer buildup on non-SiO2 surfaces and

the high selectivity. The oxide etch program etches SiO2 and Si at roughly 300 Å/min

and 28 Å/min, respectively. The polymer buildup is a problem for thin mechanical

structures. The second recipe (via etch) has lower selectivity (30 sccm O2 and 50

sccm CHF3) but does not deposit polymer at a significant rate. Alignment marks are

etched with the via etch program. Processes that use amtetcher for BOX removal

generally use the via etch program for the first half of the etch (to minimize polymer

buildup) and the oxide etch program for the second half (to avoid damage to the

piezoresistor).

• gasonics: a downstream oxygen plasma aura asher. In contrast with RIE tools, the

oxygen ions in contact with the wafer have relatively low energy and this process

is closer to the chemical etching side of the spectrum than the physical sputtering
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side. We use gasonics to aid in the removal of photoresist. A second application is

gasonics is to aid in the etching of small features. Photoresist is hydrophobic, making

it difficult for water based etchants (e.g. BOE) to enter small features (e.g. < 10 µm).

A short oxygen plasma pretreatment renders the photoresist hydrophilic without

removing much material (< 100 Å). Gasonics is used before etching windows in

oxide layers for diffusion doping and metal contact vias.

• mitutoyo: a depth gauge used to measure the overall thickness of a wafer

• nanospec: a single point spectroscopic reflectometer used to measure the thickness

of single layer dielectric films. Does not work well with thin device layer SOIs due

to multilayer effects.

• p2: a stylus profilometer.

• prometrix: a four point probe sheet resistance measurement tool.

• woollam: a variable angle spectroscopic ellipsometer (VASE) used to measure the

thickness of multilayer film stacks. Works well with thin device layer SOIs but

requires relatively large measurement windows (2-3 mm).
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Table E.6: Program for etching aluminum on the Applied Materials p5000 MERIE etcher.
Settings are specified for the breakthrough etch (BT), main etch (ME) and overetch (OE)
steps. The main etch was automatically terminated using the endpoint program described
in Table E.11. A thin Ti underlayer (< 50 nm) was included in some of the wafers from the
second and third fabrication processes, and the Ti was etched during the OE step.

BT ME OE

Time (s) 10 - 8
Pressure (mTorr) 30 200 200
Power (W) 300 450 500
Magnetic field (G) 0 0 0
BCl3 flow (sccm) 40 40 40
Cl2 flow (sccm) 10 30 15
N2 flow (sccm) 0 40 20

Table E.7: Program for etching aluminum nitride (AlN) on the Applied Materials p5000
MERIE etcher. Settings are specified for the breakthrough etch (BT), main etch (ME)
and overetch (OE) steps. The main etch was manually terminated by monitoring the Cl
emission peak over time.

BT ME OE

Time (s) 30 - 10
Pressure (mTorr) 8 12 12
Power (W) 100 100 100
Magnetic field (G) 0 0 0
BCl3 flow (sccm) 15 0 0
Cl2 flow (sccm) 0 15 15
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Table E.8: Program for etching molybdenum (Mo) on the Applied Materials p5000 MERIE
etcher. Settings are specified for the main etch (ME) and overetch (OE) steps; no separate
breakthrough step was required. The main etch was manually terminated by monitoring
the Mo emission peak over time.

ME OE

Time (s) - 10
Pressure (mTorr) 50 50
Power (W) 100 100
Magnetic field (G) 0 0
SF6 flow (sccm) 100 100

Table E.9: Program for etching silicon (Si) on the Applied Materials p5000 MERIE etcher.
Settings are specified for the breakthrough etch (BT), main etch (ME) and overetch (OE)
steps. The main etch was automatically terminated using the endpoint program described
in Table E.11. Note that the HBr:Cl2 ratio during the ME is critical for the control of the
sidewall angle profile. The default program on the tool (HBr/Cl2 = 20/20 sccm) resulted in
a slight positive sidewall angle (≈ 75◦). Reducing the ratio of sidewall passivation (HBr)
to etching (Cl2) resulted in more vertical sidewalls, as described in Ref. [414].

BT ME OE

Time (s) 10 - 30
Pressure (mTorr) 30 100 100
Power (W) 250 200 90
Magnetic field (G) 0 75 75
CF4 flow (sccm) 35 0 0
HBr flow (sccm) 0 17 30
Cl2 flow (sccm) 0 23 15

Table E.10: Optical emission wavelengths for the etchant gases and volatile products used
in fabricating the fast force probes. Compiled from Refs. [375, 415, 416].

Wavelength (nm) Species Role

319.0 Mo product
396.4 Al product
470.5 Br and Cl etchant
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Table E.11: Endpoint detection programs for the Al and Si etch processes in the Applied
Materials p5000 MERIE etcher. Other etch processes were manually terminated by
monitoring the optical emission spectroscopy (OES) signal.

Algorithm Al Si

Wavelength (nm) 396.4 470.5
AGC level (%) 50 50
AGC time (s) 10 10
Initial dead time (s) 15 20
Window height (%) -1 0.5
Window time (s) 1 2
No. of windows in (-) 3 3
No. of windows out (-) 4 3
Derivative time (s) 0 0
Overetch (%) 0 0
Display start level (%) 80 50
Display gain (-) 5 10
Magnetic field period (s) 2 2.1
No. of periods to average (-) 0 1
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Appendix F

The first fabrication run

The devices described in the main body of the thesis were the second generation of force

probes that I fabricated. The first devices were fabricated in 2008 from September through

November as part of Stanford’s E342 course with help from Bryan Petzold. They included

sensor-only (PR), actuator-only (PE) and integrated (PRPE) force probes. Piezoelectric

actuation was accomplished using AlN deposited on a Ti electrode for this run.

In this appendix we will discuss their design, fabrication, performance, and the issues

that came up requiring a redesign and the additional fabrication run. The first fabrication

run is described in an appendix because it sidetracks the main story of the thesis, but it was

an important step in refining the cantilever design process (particularly the thermal and

piezoelectric modeling work [302, 355]) and established that the fabrication process used

in the second generation force probes was feasible.

F.1 Device design

The layouts of the first generation PR, PE and PRPE probes are shown in Figure F.1. For

clarity several of the layers (aluminum, top piezoelectric, bottom piezoelectric) are drawn

as data dark rather than data clear. We will briefly discuss each of the designs without

delving into too many of their shortcomings just yet.

The PR designs (Figure F.1a) use three layers: frontside, metal and backside. Rather

than doping just the piezoresistors through an oxide mask, in this design the entire wafer

408
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Figure F.1: Device layouts from the first fabrication run. Four different types of devices
were fabricated: (a) PR probes, (b) PRPE probes, (c) PE probes and (d) test dies. The PR,
PRPE and PE probes used three, seven and four layers, respectively. A detailed view of the
PRPE probe is inset in (b). For clarity several of the layers (metal, PE top, PE bottom) are
shown here as data dark rather than data clear.

is doped and then all of the undesired silicon is etched away. This approach simplifies the

process at the expensive of design flexibility. The device layout is fairly straightforward

and consists of three bondpads (each 300 x 300 µm) and two silicon resistors. There is
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no substrate contact because all of the silicon is doped. During operation the right and left

bondpads are biased and grounded, respectively, while the middle bondpad serves as an

input to the instrumentation amplifier.

The on-chip resistor is for temperature compensation and has dimensions identical to

the piezoresistor portion of the force probe. The layout allows for a 5 µm gap between

the metal contact and edge of the doped silicon, although it is not crucial due to the lack

of a substract contact. The design uses silicon interconnects to connect the piezoresistor

to the bondpads. Each interconnect adds about 4.5 squares for a total of 9 squares of

parasitic resistance. Assuming a piezoresistor sheet resistance of 140 Ω/� this corresponds

to excess resistance of 1260 Ω. Finally, the release point of the force probe is defined by the

backside etch rather than from the front side. As noted by other piezoresistive cantilever

designers, this configuration can lead to substantial variation in the effective length and

corresponding stiffness and resonant frequency of the probe [22, 329]. Crack initiators are

visible in all three of the probe designs but were found to be ineffective; we will discuss

BOX cracking and mitigation approaches while discussing the second fabrication run.

The PRPE designs (Figure F.1b) increase the number of layers to seven: diffusion,

frontside, PE top, PE bottom, oxide via, metal and backside. The sensor design is similar

to the PR probes; two silicon resistors and three bondpads. However, rather than blanket

doping the wafer and etching back the undesired silicon the PRPE probe design uses a

selective doping process. This is necessary because the piezoelectric actuator needs to be

mechanically coupled to the rest of the probe. An alternative approach would have been to

use a dielectric film for this connection, but at the time we thought that it was necessary

to deposit the piezoelectric stack directly onto bare silicon in order to yield a high d31

coefficient. We will see in the second and third fabrication processes that this is not strictly

necessary.

The piezoelectric layers are patterned after the entire PE stack has been deposited. Due

to the high impedance of the piezoelectric we were concerned that patterning the PE layer

before depositing the top electrode risked shorting out the actuator. The top and bottom

PE layers are defined such that the bottom PE electrode layer protects the top electrode

and PE actuator while the bottom electrode is patterned. The downside of this design

and processing approach is excess capacitance between the two electrodes due to their



F.1. DEVICE DESIGN 411

overlap. The excess capacitance does not have any practical impact on the work in this

thesis but would degrade sensor or higher bandwidth actuator operation. The PRPE images

were drawn when we were still planning on patterning the PE layer before depositing the

top electrode, and the top PE electrodes were initially going to be coated with a layer of

aluminum for easier wirebonding. The top aluminum layer is not shown in Figure F.1b

for clarity and because the aluminum above the PE bondpads was removed during wafer

processing through the use of utility images.

Metal rather than silicon interconnects are used in the PRPE design. Contacts to the

silicon piezoresistor are made through either 8 x 8 or 28 x 28 µm vias which correspond

to piezoresistor legs that are 10 or 30 µm wide with a 1 µm alignment tolerance gap on

either side of the contact. Assuming a sheet resistance of 140 Ω/� and contact resistivity

of 20 µΩ-cm2 the 8 and 28 µm contacts correspond to contact resistances of 68 and 19 Ω

using one-dimensional transmission line contact theory. In hindsight metal interconnects

are clearly superior to silicon interconnects.

One important aspect of the PRPE probe design is that the piezoresistor contacts

were made on either side of the piezoelectric actuator, making the piezoresistor 10 to

30 µm wide. As discussed in the last section, the transverse section of the piezoresistor

should be minimized because πT ≈ −πL/2, and we will see during testing that this had a

notable impact on the sensitivity of short, wide PRPE designs. The gap between the PR

interconnects and PE actuator is 5 µm and the PR interconnects are either 10 or 30 µm

wide.

The PE designs (Figure F.1c) reduce the number of layers to four: frontside, PE top, PE

bottom and backside. Only two bondpads (each 300 x 300 µm) are present on the device.

As discussed while describing the PRPE design, the top and bottom PE layers are defined

such that the actuator can be patterned after the entire actuator stack is deposited.

Finally, the test die (Figure F.1d) uses four layers as well: frontside, oxide via, metal

and backside. Resistors of varying length are included on the left hand side of the die

for inferring the sheet resistance from the transfer length method (TLM). A clover-shaped

Van der Pauw structure is included in the center of the die for a separate determination of

the sheet resistance. On the right hand side are two Kelvin bridge contact structures for

measuring the contact resistance.
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The nominal dimensions, spring constants and undamped resonant frequencies of the

PR, PE and PRPE probes are presented in Tables F.3, F.5 and F.4.

F.2 Reticle and wafer layouts

The first fabrication run used two reticles, which are reproduced in Appendix D. An

example PE wafer layout is shown in Figure F.2. The devices are placed in a checkerboard

pattern within each cell to ensure that there is sufficient space between them to prevent

wafer cracking. The spacing between each row and column is 3 mm. Approximately 140

devices were fabricated on each wafer. The wafer layout was manually defined using the

standard ASML layout software. Four alignment marks were used for frontside alignment

(on the left- and right-hand sides of the wafer) and four marks were used for backside

alignment. The first wafers in this run were processed with both PM and XPA alignment

marks and no substantial difference in alignment overlay or mark robustness was observed.

Most wafers were processed with PM marks.

F.3 Process flow

In this section we will describe the PR and PE process flows before integrating the two for

the PRPE process flow. The limitations and issues with the processes will be discussed in

the following section (Section F.4).

The PR process is illustrated in Figure F.3. The process was previously described in

Refs. [196] and [302]. The devices are fabricated using a three mask process. Process

details, such as wafer handling issues and etch recipes, are presented in Appendix E. The

details PR process runsheet is prsented in Table E.1.

At the start of the process the wafers are labeled with a diamond scribe and cleaned.

The thicknesses of the device layer and BOX are measured via variable angle spectroscopic

ellipsometry (VASE) and the overall thickness of the wafer is measured using a depth

gauge. Next, the wafers are diffusion cleaned and doped via POCL3 diffusion (Figure F.3a).

The diffusion temperature and times varied, but 800◦Cand 35 minutes was used for most

of the wafers, yielding a sheet resistance of 110-120 Ω/�. A thin layer of phosphosilicate
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Figure F.2: An example wafer layout used in the first fabrication run. This particular layout
was used for the fabrication of PE test devices. The probes are colored orange while the
alignment marks are colored black. The four marks located in the gray zones on the right
and left are used for frontside alignment while the other four marks are used for backside
alignment.

glass (PSG) is deposited during the diffusion process, and it is stripped using a 30 second

dip in 50:1 HF. Next, alignment marks are patterned into 0.7 µm thick Shipley SPR955

and etched 120 nm into the wafer using a CHF3/O2 plasma (Figure F.3b). The wafers are

rotated 45◦ during the alignment mark patterning so that the piezoresistors will be oriented

in the <100> direction.

The ASML stepper detects the alignment marks based upon their diffraction pattern.

The marks are illuminated with a 633 nm HeNe laser. Due to the relatively thin device
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

p-type Si SiO2

n-type Si Al

Figure F.3: Piezoresistive sensor-only process flow from the first fabrication run. (a) Wafers
are blanket doped using POCl3 diffusion at 800◦C for 35 minutes. (b) Alignment marks are
patterned and etched via RIE. (c) Aluminum is sputtered and (d) patterned by wet etching
to form the bondpads. (e) The silicon device layer is patterned and etched via RIE. Finally,
the backside of the wafer is (f) patterned and etched via DRIE and (g) the BOX is etched
via RIE to release the cantilevers.

layers of our wafers, there was initially some concern that the stepper would have trouble

detecting the marks. The stepper reports a wafer quality metric (WQ%) for each mark, with

WQ% > 5% required for alignment. Simulations performed by ASML staff suggested that

mark depths of 80 or 180 nm would have been ideal for a 340 nm thick device layer.

However, we did not encounter any issues using the standard alignment mark depth. The

stepper reported WQ% values of 80-90% for standard wafers and values of 30-50% for

our SOIs, more than sufficient for wafer alignment. Regardless, once the wafers are coated

with metal the alignment mark quality becomes a non-issue.

A 300 nm thick layer of pure aluminum is sputtered on to the frontside of the wafer

next (Figure F.3c). The wafers are cleaned before the metal deposition and a final HF

dip removes the native oxide before the wafers are rushed to the sputterer load lock and

pumped down. The wafers should be exposed to the air for no more than 5-10 minutes in

order to ensure the formation of a good metal/Si contact. The wafers are heated to 200◦C
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for 3 minutes in the loadlock via a set of quartz lamps. We will discuss the impact of heat

and presputtering on the resistivity of the metal/Si contact in the next section. The Al was

patterned and then etched back (Figure F.3d) using a premixed chemical etchant (Transene

Al etch Type A). The Al etchant has high selectivity towards Si, and is the reason that we

opted to use pure Al rather than 99%/1% Al/Si for metallization. If we had opted for the

latter option, the residual Si would have been left on the wafers and performing a freckle

etch would have damaged the piezoresistors.

After the metal is deposited and patterned, the SOI device layer is patterned and etched

(Figure F.3e). If the device layer is thin (< 1 µm) then it is etched via RIE in a Cl2/HBr

plasma (Table E.9). Several wafers with thicker device layers (2-10 µm) were processed

and required the application of DRIE for its higher etch rate and selectivity with respect to

photoresist. The frontside etch removes most of the silicon from the device, leaving only

the silicon interconnects, piezoresistive loop and cantilever.

The backside of the wafer is patterned next (Figure F.3f) using the 3D align feature of

the ASML stepper. A 7 µm thick layer of photoresist is spun onto the backside of the wafer

and lithographically patterned. During the exposure the unprotected frontside of the wafer

is in contact with the spincoater, hotplate and the chuck in the stepper, but the probes are not

visibly damaged. Scanning probes with unprotected sharp tips have also been processed

in the same fashion [329]. After the backside photoresist is patterned, the front-to-back

alignment is check using an infrared (IR) microscope before the frontside of the wafer is

coated with a 3 µm thick photoresist layer. No edge bead removal (EBR) or backside rinse

is used in coating the wafer frontside. The wafers are then placed in a 90◦C convection

oven for 2-3 hours to hard bake the photoresist layers on the front and backside. Once the

photoresist has been hardened the wafers are etched from the backside, stopping on the

BOX.

The probes are released by etching the BOX from the backside of the wafer (Figure

F.3g). After being released from the BOX the softer probes (less than approx 20 pN/nm)

break if submerged into liquid. The surface tension of the liquid can break the probes by

either bending them back on themselves or adhering them to the sidewall underneath the

probes. Accordingly, all of the processes after the BOX is removed must be dry. After

the DRIE step, the photoresist is stripped from both sides of the wafers via O−2 plasma
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Figure F.4: Piezoelectric actuator-only process flow from the first fabrication run. (a)
Alignment marks are patterned and etched via RIE and (b) the piezoelectric stack
(AlN/Ti/AlN/Ti) is deposited on the wafer. The (c) top and (d) bottom Ti/AlN layers are
patterned by wet etching and (e) the device layer is patterned and etched. Finally, the
backside of the wafer is (f) patterned and etched via DRIE and (g) the BOX is etched via
RIE to release the cantilevers.

and a metal compatible resist stripper (PRX-127). Vapor HF, the ideal option for removing

the BOX, was not available at the time that these wafers were processed, so the BOX was

etched via RIE in a CHF3/O2 plasma. Once the BOX is removed the wafers are annealed

in a 4%/96% H2/N2 forming gas.

The PE fabrication process is illustrated in Figure F.4. Most of the steps are identical

to the PR process. The two notable changes are the removal of the doping step and the

addition of the PE stack deposition and patterning steps. We opted to use Ti rather than Mo

or Pt for the metal electrode in the first fabrication run for tool compatibility reasons. We

worked with a local vendor, Tango Systems, in order to develop the Ti/AlN process and

first presented the process in Refs. [421] and [355].

Until our work, the piezoelectric properties of AlN on Ti were not particularly good.
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Table F.1: AlN deposition parameters from the first fabrication run.

Parameters Values

Base pressure (torr) 10−8

Deposition pressure (torr) 5 x 10−3

Target power (W) 5000
Substrate Bias Power (W) 200-400
Substrate bias voltage (V) 40-57
Ar:N2 flow rate (sccm) 10:40
Substrate temperature (◦C) 200
Target-substrate distance (mm) 45
Deposition rate (nm/min) 21.2

The piezoelectric properties of polycrystalline AlN are derived from columnar grains with

(002) crystal orientation. Metals that have been shown to yield reproducibly good AlN

texture (e.g. Mo, Pt) are distinguished from other electrode materials (e.g. Ti, Al) partly by

their small degree of lattice mismatch with AlN [422]. Metal electrode crystal planes which

present hexagonal orientation for the growth of wurtzite AlN include Al (111), Pt (002), Ti

(002) and Mo (110). Although the lattice mismatch of AlN with Ti and Pt is comparable, Pt

had yielded better performance to date [423]. Exposure of the bottom electrode to oxygen

has been shown to affect AlN grain structure and polarity [424], and an amorphous layer

of AlN precedes columnar growth when deposited on TiO2 [425]. These results suggested

that the piezoelectric response of AlN on Ti could be improved by investigating the surface

condition of the deposition substrate.

We chose to use Ti rather than Al for the metal electrodes for its greater performance

and process compatibility. Ti (002) has less lattice mismatch (5%) with AlN than Al

(111) (23%), reducing strain near the film interface [422]. Etch selectivity between

AlN, the electrode metal and the Si substrate is also required. Room temperature

tetramethylammonium hydroxide (TMAH) etches both Al and AlN [419], but neither Ti

nor Si. Thus, it is possible to etch the AlN with TMAH and the Ti with a mixture of HF

and H2O2 without affecting the underlying Si substrate, whereas Al and AlN can not be

selectively etched with respect to each other.

The AlN and Ti films were deposited in a pulsed DC reactive sputter deposition
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Table F.2: Film thicknesses in the first PE fabrication run.

Layer Thickness (nm) Measurements (N)

Top Ti electrode 166 ± 30 29
AlN actuator 208 ± 11, 388 ± 37, 1683 ± 54 6, 5, 10

Bottom Ti electrode 88 ± 19 26
AlN interlayer 136 ± 23 22

system (Tango Systems, San Jose, CA). Power, pressure and substrate temperature for AlN

deposition were held constant at 5 kW, 5 mTorr and 200◦C, respectively. The temperature

and pressure were chosen to minimize N incorporation into the Ti and instrinsic stress in

the AlN [423]. Target-substrate distance was fixed at 45 mm. The chamber was evacuated

to a base pressure of 10−8 torr before the sputtering. The AlN deposition rate was 21.2

nm/min with Ar and N2 flow rates maintained at 10 sccm and 40 sccm, respectively. The

AlN deposition parameters are summarized in Table F.1. All Ti films were sputtered at 3

kW with 40 sccm Ar to yield a deposition rate of 40 nm/min.

For surface condition studies, the Si substrate was cleaned by either an inductively

coupled plasma (ICP) at 800 W bias for 150 seconds or sputtered at 800 W for 100 seconds.

Both options utilized an Ar flow rate of 40 sccm and remove approximately 100 Å of

material from the surface. The ICP cleaning was peformed in a separate chamber from

the sputtering chamber. Vacuum was maintained while transferring wafers from the ICP

chamber to the PVD chamber. The Ti and AlN depositions were isolated through sputtering

shields to control cross-contamination. We utilized an AlN interlayer below the bottom

metal electrode as demonstrated by Kamohara et al [351]. The AlN interlayer increases the

alignment of the bottom metal electrode, improving the AlN alignment. The thicknesses of

films in the PE stack are summarized in Table F.2.

After the PE film stack is deposited the top Ti and AlN layers are patterned (Figure

F.4c). First, the top Ti electride is lithographically patterned and etched in a room

temperature solution of 20:1:1 H2O:H2O2:HF. The H2O2 oxidizes the Ti and the TiO2

is etched in the HF. Although etching in straight 50:1 HF may appear to etch the Ti, we

often had to repeat the etch in order to completely remove the Ti. After the Ti is etched, the

photoresist is stripped and the wafer is placed in room temperature 25% TMAH. Both the
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Ti and AlN etches are visually monitored and overetched by roughly 20%. It was important

not to agitate the wafers during the AlN etch; the entire stack lifted off on several of the

wafers when agitated, particularly for the thicker AlN films.

After the top Ti and AlN are patterned and etched the process is repeated for the bottom

Ti actuator and AlN interlayer (Figure F.4d). The bottom PE mask layer is designed so that

it overlaps the top PE mask layer, protecting the top Ti layer while the bottom Ti is etched.

After the PE stack is patterned the device layer (Figure F.4e) and backside of the wafer

(Figure F.4f) are patterned and the BOX is removed (Figure F.4g) using the standard release

process. The PE device wafers ranged from 2 to 10 µm in thickness and so the only notable

change from the PR process was the use of DRIE rather than RIE to define the cantilevers.

The PRPE fabrication process is illustrated in Figure F.5. We have not presented the

PRPE process in any publications previously. The process introduces several new steps in

order to successfully integrate the PR and PE processes.

In the PRPE process, the alignment marks are patterned via RIE (Figure F.5a) before

the wafers are oxidized. The oxide is approximately 650 Å thick, thinning the entire device

layer to about 310 nm. The oxide is lithographically patterned and windows are opened via

wet etching. Wet etching rather than RIE is used in order to avoid damage to the crystal

lattice (Figure F.5b). Next, the piezoresistors are formed through POCl3 predeposition at

800◦C for 35 minutes. In the process the phosphorus diffuses about 25 nm through the

oxide mask (Figure 2.33). After the predeposition all of the oxide is stripped from the

wafer and the PE film stack is deposited (Figure F.5c). Recall that approximately 100 Å of

Si is removed through the in-situ clean performed as part of the PE stack deposition. The

PE stack is patterned using the same techniques discussed for the PE process flow (Figure

F.5d and e).

After the PE actuator stack has been completely processed the entire wafer is coated

in a 100 nm thick layer of LTO (Figure F.5 f). Vias are opened in the LTO through wet

etching in order to allow a sputtered Al film to make contact with the piezoresistor (Figure

F.5g). The Al is patterned using wet etching. Before the photoresist used to pattern the Al

is removed, the exposed LTO is etched away via RIE (Figure F.5h). The LTO was removed

via RIE rather than pad etch due to concern that the HF in the pad etch might damage the

Ti. However, the oxide RIE program etches Si at about 20 Å/min and terminates on the
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Figure F.5: Process flow for piezoresistively sensed and piezoelectrically actuated force
probes from the first fabrication run. (a) Alignment marks are patterned and etched via
RIE. (b) The wafer is oxidized, Windows in the oxide are opened via wet etching and the
wafer is doped in POCl3. (c) The PE film stack is deposited and the (d) top and (e) bottom
PE layers are patterned and etched. (f) A layer of LTO is deposited on the wafer and vias
are wet etched. (g) Al is sputtered and patterned via wet etching in order to define the
piezoresistor contacts, interconnects and bondpads. (h) Before removing the photoresist
from the last step, the LTO is removed via RIE, stopping on the underlying silicon. (i) The
frontside of the wafer is patterned via RIE and (j) the backside is patterned via DRIE. (k)
The BOX is etched via RIE to release the cantilevers.
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Figure F.6: Interactions between the top Ti metal electrode and forming gas anneal. A
device is shown (a) before and (b) after a 30 minute 450 ◦C forming gas anneal. We did
not investigate the change in film composition (e.g. using XPS, AES or SIMS) so can not
tell exactly what happened (e.g. TiH or TiN formation) but wanted to highlight the impact
of a forming gas anneal on device appearance.

piezoresistor. We will discuss the implications of piezoresistor damage from the PE in-situ

clean and oxide RIE steps in the next section.

The remainder of the PRPE process follows the standard sequence of a frontside etch

(Figure F.5i), backside etch (Figure F.5j) and BOX removal (Figure F.5k). A forming

gas anneal was applied to the PRPE wafers as the last step. We do not recommend that

researchers anneal metal contacts to thin n-type piezoresistors, which we will discuss in

more detail later. But another reason to not anneal contacts is the formation of TiN or

TiH on the surface (Figure F.6). Note the change in color of the Ti top electrode after the

forming gas anneal.

F.4 Results and discussion

F.4.1 Sensor-only probes

A 10 µm thick PR device is seen in Figure F.7. The overall layout of the device, consisting

of three Al bondpads and the temperature compensation (TC) and piezoresistive (PR)

resistors is seen in Figure F.7a. A closer view of the cantilever is shown in Figure F.7b.
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Figure F.7: A finished 10 µm thick sensor-only device. (a) Top down view of the die layout.
The three bondpads are used to interface the released piezoresistor (PR) and unreleased
temperature compensation resistor (TC) with the Wheatstone bridge based measurement
circuit. (b) A closer view of a released cantilever. The cantilever is extremely flat and, at
least on this device, the backside etch aligns well with the base of the cantilever.

The cantilever is extremely flat and the backside DRIE etch aligns fairly well with the base

of the cantilever. The high density of particles in these SEMs is not typical; this was one of

the first devices I removed from a wafer using snap tabs.

The predominant reason that the devices from the first fabrication run were not useful

for hair cell experiments is illustrated in Figure F.7a. The die is small and rectangular, with

the force probe located near the center of the die. Contrast the die layout with the schematic

of the hair cell experimental setup shown in Figure 1.9. Quite simply, the die layout used

in the first fabrication run was not compatible with use on an upright microscope. The

roughly 0.5 mm distance from the probe to the edge of the die meant that probes could

not be used at an angle. I developed the die layout from earlier piezoresistive cantilevers

that were much longer (e.g. 1-2 mm vs. 30-100 µm) and were used without being flipped

sideways. This fatal flaw in the probe design was solved in the following fabrication runs,

but the characterization data obtained from the first generation devices was enormously

important in developing and refining our design optimization techniques.

Figure F.8 presents several of the 340 nm thick cantilevers. A probe in relatively good

condition is shown in Figure F.8a. The cantilever is fairly flat and although there is a small
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Figure F.8: Finished 340 nm thick sensor-only probes. (a) Top down view of a relatively
long probe intended for low frequency (< 5 kHz) force measurements. The cantilever is in
good condition besides the small particle attached to it beyond the end of the piezoresistive
loop. (b) A 20 µm long probe highlighting the issues with polymer deposition and
transverse resistance. (c) An 80 µm long probe highlighting the problem with strain
gradients during the first fabrication run.

fleck of polymer on it halfway between the end of the piezoresistive loop and probe tip, the

probe is fairly clean. Two common fabrication problems came up with the first batch of PR

probes; polymer deposition and strain gradients. Figure F.8b shows a much smaller probe

that is quite flat but has polymer visibly deposited on it. Figure F.8c shows a curved probe.

Strain gradients necessarily develop from the formation of a highly doped piezoresistor near

the surface of the device. But the probe is also noticeably curved beyond the end of the

piezoresistor, due to either a thin compressively stressed layer on the backside of the probe

(e.g. polymer or oxide) or an existing strain gradient in the device layer. I favor the second

latter explanation because annealing the wafers at the beginning of the second and third

fabrication runs (e.g. 1100◦C for 20 hours) noticeably reduced the probe curvature. The

curvature in thin first generation devices was not a major factor in limiting their usefulness.

One major issue in the first fabrication run for the PR, PE and PRPE devices was the

alignment between the backside DRIE and the cantilever on the frontside of the wafer

(Figure F.9). Depending on the location of the device on the wafer and the duration of the

backside etch the probe could be under released (Figure F.9b) or over released (Figure F.9c).

The etch rate of the DRIE tool used (stsetch in the SNF circa 2008) varied substantially

across the wafer. A device in the center of the wafer might be perfect while the devices

near the perimeter of the wafer were overetched. This variation in etch time coupled into
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Figure F.9: Backside release alignment issues. Although the alignment was (a) good on
some devices, other devices were either (b) under released or (c) over released. The
former problem was more serious due to the large reduction in piezoresistor sensitivity.
The latter problem led to a decrease in the probe stiffness and resonant frequency but did
not substantially affect sensor resolution.

variation in the cantilever release point through footing at the Si-BOX interface.

A second, related issue with the DRIE release process was variation in the sidewall

angle. Although the sidewall angle in a well tuned DRIE process is 90◦, the etcher used

for this process usually had a slightly negative sidewall angle (e.g. 95◦), leading to a slight

device undercut. We compensated for this effect by shifting the position of the backside

photoresist mask. However, the line of sight nature of the RIE process used to remove the

BOX limited our ability to perfectly compensate for the sidewall angle. Additionally, the

same etch rate variations across the wafer (primarily due to temperature variation) coupled

into sidewall angle variations.

The release point variation was mainly an issue for short cantilevers intended for

high frequency measurements. Short probes are far more susceptible to under release

(due to their shorter piezoresistor) as well as over release (due to their shorter length).

Fortunately, a sufficient number of probes survived the release process with good back-

to-front alignment that other problems limited the usefulness of the devices from the first

fabrication run. Harley first noted issues with back-to-front alignment in his thesis [426]

and suggested options for defining the cantilever release point from the frontside of the

wafer.

A separate issue with the backside release process is shown in Figure F.10. The high

compressive stress in the BOX (≈ -300 MPa) caused it to buckle and occasionally crack

once released from the handle wafer by the DRIE etch. The frontside protection layer
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Figure F.10: The BOX noticeably buckled and cracked during the first fabrication run due
to its high compressive stress. In this view from the backside of the wafer, while the BOX
and frontside photoresist protection are still intact, cracks in the BOX are visible. However,
the impact on probe yield was quite small, probably on the order of 2-3%.

of photoresist reduced the magnitude of the buckling and cracking. Other researchers at

Stanford who did not use a frontside resist layer noted major issues with BOX cracking

and reduced device yield, which actually motivated the development of the BOX moat

approach used in the second and third fabrication runs [381].

Besides the device release and die layout issues the first generation PR devices

performed extremely well. Their predicted and measured resonant frequencies are plotted

against one another in Figure F.11. While the measured resonant frequency deviates by

more than 100% in some cases, the overall agreement is excellent indicating that the

intended and actual mechanical properties of the devices match each other. We used the

Cleveland method for calculating probe stiffness during the first fabrication run [403].

The Cleveland method assumes that the length and width of the probe are known and

that any deviation from the predicted resonant frequency is due to thickness variation.

However, variation in probe length is coupled directly into variation in resonant frequency

( f0 ∝ l−2
c ) and the back-to-front alignment issues that we have discussed contribute to some
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Figure F.11: Comparison between measured and predicted probe resonant frequencies.
Probe spring constant was calculated directly from the measured resonant frequency data
for the first run devices, so the overall agreement between between the predicted and actual
probe mechanics was excellent. The data indicates that the intended and actual mechanical
properties of the probes can match each other quite well, even for resonant frequencies of
up to 500 kHz in air.

of the resonant frequency variation as well, rendering the Cleveland method not entirely

accurate. The stiffness of the first generation PR devices is not critical, and we only note

the issue of spring constant calibration because we will use a dimension invariant method

(thermomechanical noise) for the following fabrication runs in order to avoid the issue of

length variations completely.

The electrical resistance characteristics of the diffused piezoresistors are summarized

in Figure F.12. The fixed resistance contribution of the interconnects was obtained via

the transfer length method (TLM) in which resistances are plotted against the number

of squares in the resistor (Figure F.12a). We determined an average sheet resistance of

115 Ω/� and constant interconnect resistance of 1.1 kΩ. The interconnect resistance

contribution (9.9 squares) agreed well with FEA simulation results. Variation in sheet

resistance across an individual wafer was on the order of 3% based upon multipoint 4PP

measurements. Combined with lithography and etch variations, the mismatch between the
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(a)

(b)

Figure F.12: Electrical resistance characteristics. (a) The transfer length method (TLM)
was used to determine an average sheet resistance of 115 Ω/� and a constant resistance
contribution of 9.9 squares (1.1 kΩ) from the silicon interconnects. The TLM-derived sheet
resistance estimate agrees well with inline 4PP measurements. (b) Mismatch between the
PR and TC resistors on a single silicon die was almost always less than 5% in magnitude.

TC and PR resistances on a single device were almost all less than 5% (Figure F.12b).
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PR
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Figure F.13: Example of self-heating and thermal runaway in piezoresistive cantilevers.
The resistance of both the PR and TC resistors increases quadratically for voltage biases
of less than 2V. The much higher thermal resistance of the released PR resistor leads to
its larger increase in temperature with power dissipation. Above 4 V the PR resistor
temperature reaches 500-700◦C and the concentration of thermally generated carriers
becomes comparable to the dopant concentration, leading to a decrease in resistance with
increasing power dissipation from that point on.

The resistance mismatch determines the resistor and potentiometer values to use in the

measurement circuit.

The electrical resistance of the PR and TC resistors is plotted in Figure F.13 as a

function of applied bias. For biases of 4 V or less the resistance of the PR resistor increases

substantially over the TC resistor. The quadratic variation in resistance with voltage

is the result of a linear TCR and quadratic variation in power dissipation with applied

bias. Above 4 V the PR resistance reaches a peak and then decreases sharply. Once the

piezoresistor reaches a temperature of 500-700◦C the concentration of thermally generated

carriers becomes comparable to the extrinsic dopant concentration leading to a decrease in

resistance. Thermal runaway becomes a risk at such high operating temperatures due to

positive feedback between the change in resistance with voltage (∂R/∂V < 0) and power

dissipation with resistance (∂W/∂R < 0).



F.4. RESULTS AND DISCUSSION 429

0 1000 2000 3000 4000

0

0.5

1

1.5

2

Tip deflection (nm)

S
e
n
s
o
r 

o
u
tp

u
t 
(V

)

Figure F.14: Example displacement sensitivity from a 340 nm thick PR device. The
measured (blue) and predicted (black) displacement sensitivities for a bridge bias of 2
V are shown. The predicted sensitivity matches the experimental data, particularly for
small deflections. The reduction in sensitivity for large deflections is caused by geometric
nonlinearity.

This data was the first indication that piezoresistor self-heating was substantial enough

to be a problem for device operation. It also indicated that the TC resistor should be

released from the silicon die in order to both electrically and thermally match the PR

resistor. Most importantly, the data indicated that using a power dissipation rule of

thumb was grossly inadequate, and that Joule heating should be considered in the design

optimization process.

The displacement sensitivity of one of the PR devices is shown in Figure F.14. The

sensitivity was measured by mounting the cantilever on high precision piezoelectric stage

and deflecting the force probe with a stiff AFM cantilever. The predicted displacement

sensitivity of the device agrees extremely well with the experimental results, at least for

relatively long and narrow piezoresistors. We observed lower than expected sensitivities

in shorter piezoresistors (as in Figure F.8b) due to the contribution from the transverse

portion of the piezoresistor. The impact of transverse piezoresistance on sensitivity was

incorporated into the design of the next generation probes.
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Figure F.15: Piezoresistor noise characteristics. (a) Example noise spectra from a single
device at bridge biases ranging from 0.5 to 6 V. The piezoresistor shows ideal 1/f noise
except at high bias values. The excess noise is caused by the large temperature difference
between the piezoresistor and surrounding air. (b) We observed a range of Hooge factors
with an average value of 10−5.
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The noise characteristics of the devices are shown in Figure F.15. Four example noise

spectra from a single device are shown in Figure F.15a. The 1/f noise of the device

behaves as expected (with α = 10−5) except at high power dissipation levels where a

bump of excess noise is visible from 100 Hz to 10 kHz. Evidence suggests that the

excess noise is from fluctuations in the piezoresistor temperature which become larger

as the average temperature of the resistor increases. The excess low frequency noise at

high power dissipations vanishes if the piezoresistors are not released from the wafer, as

in Ref. [202]. We observed Hooge factors ranging from 5×10−6 to 4×10−5 in the first

generation devices and did not notice any systematic variation in α with the piezoresistor

geometry. Harley similarly observed Hooge factors of 10−5 on average for 30 nm thick

epitaxial piezoresistors and did not observe any variation in α with the surface area to

volume ratio or presence of a surface passivation oxide [36].

We emphasize that the predicted sensitivity and Hooge factor calculations were based

upon SRA data. We also note that the first generation PR devices were originally designed

for an epitaxial piezoresistor process. However, a leak in the epitaxial reactor led use to

switch to POCl3 predeposition midway through the process. Thus, the noise, sensitivity

and SRA data obtained from the first generation PR devices was hugely important in

improving our probe design methodology. The predeposition model and fitting parameters

used later in design optimization (Section 2.5.2) were not available during this first run

and we essentially fabricated the piezoresistors blind, simply trying to match the sheet

resistance of the original epitaxial design.

We investigated several other aspects of piezoresistor noise using the first generation

PR devices. First, we tried coating the devices in 200-300 nm of parylene N, immersing

them in liquid, and observing their electrical noise characteristics. Figure F.16 plots noise

spectra for a device in air, deionized water (DI) and phosphate buffered saline (PBS) for

a bridge bias of 2 V. There is no substantial change in noise when the device is immersed

in liquid besides the increased 60 Hz noise pickup due to the ungrounded liquid serving as

an antenna. Grounding the liquid or placing it within a Faraday cage would mitigate the

antenna effect. These initial noise data are important and verify that there is no variation in

device noise between air and liquid that should be incorporated into the design process.

We also measured the noise of the same device when freely suspended and when
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Figure F.16: Piezoresistor noise spectra in air, deionized water (DI) and phosphate buffered
saline (PBS). The spectra were recorded for a single device with a bridge bias of 2 V and
a 200-300 nm thick passivation coating of parylene N. No substantial difference in noise
spectra between air and liquid is observed besides additional electromagnetic noise pickup
at 60 Hz and higher harmonics.

brought into contact with a hard surface (Figure F.17). Relative movement between the

device and the surface leads to a nearly 10-fold increase in the integrated noise between 10

and 600 Hz. The results highlight the importance of acoustic and mechanical isolation for

achieving ideal sensor resolution when measuring atomic scale forces and displacements.

To summarize the PR device results: the die layout of the first generation PR devices

prevented them from being used in hair cell experiments but we obtained a great deal of

useful characterization data from them. We verified that the intended and actual mechanical

properties of the devices closely matched. We determined that mismatch between the

PR and TC resistors was small and that POCl3 predeposition was a viable piezoresistor

fabrication process. We learned that the piezoresistors could easily heat up by several

hundred degrees without careful operation, and used the first generation devices in order

to investigate piezoresistor self-heating [302]. The temperature modeling work from that

effort was integrated into the design of the next generation probes. We measured noise
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Figure F.17: Excess piezoresistor noise from displacement noise. The piezoresistor noise
spectrum increases when the tip of the probe is brought into contact with a hard surface
due to the relative movement between the probe and the surface. The results illustrate
that acoustic and mechanical isolation of the measurement setup from the environment is
essential in order to enable operation with ideal force and displacement resolution.

spectra for the devices in air and liquid, determining the average Hooge factor to expect

for diffused piezoresistors. Finally, we verified that our model for piezoresistor sensitivity

closely matched experimental results.

F.4.2 Piezoelectric-only cantilevers

Moving on to the PE process, SEMs of a finished device are shown in Figure F.18. The first

PE devices were designed and fabricated with the sole purpose of determing the material

properties of the AlN-based actuator and so the actuator stack covers most of the cantilever

surface in order to maximize the induced deflections. The AlN etch, while wet rather than

dry, is still fairly anisotropic due to a reduction in etch rate at the grain boundaries and the

strong columnar orientation of the grains as seen in Figure F.18c. The stress in the AlN and

Ti films is tensile (although we did not quantify it) and the devices bend slightly upwards.

Most of the figures used to describe the PE device performance were originally presented

in Ref. [355] and are reprinted here.
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Figure F.18: SEMs of finished piezoelectric-only probes. (a) A released 5 µmthick, 50
µm wide and 200 µm long cantilever with a 30 µm wide and 196 µm long actuator. (b)
Closeup of the piezoelectric stacking showing minimal undercut of the AlN by the TMAH
etch. (c) Cross-sectional view of a piezoelectric stack with a 1700 nm thick AlN actuator
illustrating the columnar orientation of the (002) oriented AlN grains. Reprinted from
Ref. [355]. Copyright 2010 IOP.

The major issue in using AlN as a piezoelectric actuator is obtaining well aligned

(002) oriented crystal grains. There is a massive body of literature on variations in grain

orientation with process conditions [351,353,360,425,427,428]. Before fabricating the PE

devices shown in Figure F.18 we spent some time developing the AlN deposition process

in order to maximize grain orientation as measured by X-ray diffraction (XRD).

We first investigated the effect of the Si substrate surface condition on the AlN

microstructure. Previous work indicated that Ti (100) rather than (002) is obtained when an

oxidized Si substrate is used [429]. We found that removing the native SiO2 layer in-situ

via ICP improved the orientation of the Ti and AlN films in comparison with presputtered

or untreated Si substrates (Figure F.19). All of the AlN films that we deposited exhibited

pure (002) alignment without any other observable orientations.

As a brief aside, while we initially believed that removal of oxide layers was critical

to obtain well aligned AlN, other researchers have obtained good AlN alignment even on

layers of SiO2. We refer the interested reader to Felmetsger et al. for details on a process

for sub-100 nm thick AlN films on SiO2 [358]. The AlN films in the second and third runs

were deposited by Valeriy Felmetsger of OEM Group.

Next we investigated the effect of AlN film thickness and ion energy on the degree

of grain alignment. The rocking curve full width at half maximum (FWHM) depended
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AlN (002)

Ti (002)

No Preclean

Presputter

ICP

Figure F.19: AlN film texture characterization and variation with processing conditions.
100 nm of Ti and 500 nm of AlN were deposited on a Si (100) substrate in order to
investigate the effect of removing the native SiO2 layer in-situ by presputtering or an
inductively coupled plasma (ICP). Precleaning the substrate in-situ increased the X-ray
diffraction (XRD) intensity of the AlN and Ti (002) peaks. All cleans and depositions were
performed in a single vacuum run to prevent the formation of SiO2 or TiO2 surface layers.
Reprinted from Ref. [355]. Copyright 2010 IOP.

inversely upon the film thickness as expected (Figure F.20). Briefly, the Θ− 2Θ scans

in Figure F.19 show the relative quantity of certain crystallographic orientations while

rocking curves measure the degree of alignment of a single crystallographic orientation.

Increasing the RF-induced DC bias from 45 to 57 V modestly improved the FWHM while

decreasing the bias energy from 45 V to 40 V almost doubled the FWHM. These values are

slightly greater than previous reports of 2.6◦ for AlN on Ti with an AlN interlayer [352].

Although our rocking curve FWHM values are larger than reported values for Pt and Mo

(< 2◦), Tonisch et al [430] found that a narrow rocking curve is far more important for

resonator performance, which depends on the k31 coefficient, than generation actuation,

which depends on the d31 coefficient.
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Figure F.20: The XRD rocking curve FWHM of the AlN was found to vary with
film thickness and ion energy. All samples were cleaned by ICP before depositing the
AlN/Ti/AlN/Ti film stack (n = 5 for each thickness). The orientation uniformity of the
AlN (002) grains was improved by increasing both the film thickness and ion energy. We
investigated the effect of RF-induced bias for several thicknesses and found that increased
bias increased grain alignment. A sample rocking curve is inset (57 V bias). Reprinted
from Ref. [355]. Copyright 2010 IOP.

However, film texture is an indirect measurement of piezoelectric properties because

the formation of both parallel and anti-parallel grains can lead to a negligible piezoelectric

response despite good apparent grain alignment [431]. For example, Ruffner et al. found

that allowing the bottom metal electrode to oxidize before depositing the alN film led to a

change in the polarity and a reduction in the magnitude of the piezoelectric response [424].

Akiyama et al. observed a similar trend in the piezoelectric response by directly controlling

the concentration of oxygen in the plasma during AlN deposition .

In light of the potential importance of oxygen concentration, we characterized the

atomic composition of the AlN films using X-ray photoemission spectroscopy (XPS). We

removed the top Ti electrode by Ar sputtering and measured the composition of the AlN
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Figure F.21: Atomic composition of the AlN actuator. X-ray photoelectron spectroscopy
(XPS) survey scans recorded after removing the top Ti electrode by sputtering. Six samples
were measured. The atomic composition of the AlN layer was calculated to be O = 6.4%
± 1.6%, N = 37.8% ± 1.8%, Al = 54.0% ± 2.2% (µ ±σ ). Reprinted from Ref. [355].
Copyright 2010 IOP.

layer (Figure F.21). We calculated the composition of a the AlN actuator layer as O = 6.4%

± 1.6%, N = 37.8% ± 1.8%, Al = 54.0% ± 2.2% (µ ±σ ) based upon six samples. The

measured oxygen concentration agrees well with the concentration for peak piezoelectric

response observed by Akiyama et al. in Ref. [432].

One interpretation of these results is that oxygen affects the AlN piezoelectric response

by two mechanisms: substrate oxidation and bulk oxidation. At low concentration when

the substrate is not uniformly oxidized, the piezoelectric response decreases and can vanish

due to the mixture of + and − grain polarities. At high concentration, the piezoelectric

response is reduced by oxygen-induced grain defects. XRD rocking curve measurements

will be affected by the second effect but not the first. In general, grain polarity is a

complex function of many parameters including surface condition and a polarity change
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Figure F.22: Variation in the piezoelectric coefficients with rocking curve FWHM. The d33f
(21 measurements, 3 wafers) and d31 coefficients (264 measurements, 8 cantilevers) were
used to compute the d33 coefficients. The AlN films were deposited with an RF-induced
bias of 45 V. The d33 coefficient is calculated from d33f, d31 and the AlN material properties.
Both d33f and d33 are positive while d31 is negative. Reprinted from Ref. [355]. Copyright
2010 IOP.

can be induced by varying the deposition pressure [428] or power [427]. Accordingly, it

is necessary to directly measure both the sign and magnitude of the piezoelectric response

rather than try to infer them from the film structure. The film morphology of AlN on

Ti has been reported [429, 433], but the piezoelectric response has been less frequently

measured [352, 423].

We measured the piezoelectric properties of the films we deposited by two separate

methods: d33f at the wafer scale and d31 using microfabricated cantilevers. The thin

film longitudinal piezoelectric coefficient (d33f) is smaller than the actual longitudinal

piezoelectric coefficient of the material (d33) due to the clamping effect of the substrate that

the film is deposited on. The two are related by the mechanical properties of the AlN film
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Figure F.23: Issues with wet etching AlN. (a) Mask undercut and micromasking in the wet
Ti and AlN etch steps is frequency. On this device the top Ti electrode has been undercut
by 10-20 µm disconnecting the metal electrode on the cantilever itself from the bondpad.
The dots visible on the bottom electrode bondpad (left) are micromasked AlN grains. (b)
Detailed view of the the undercut top electrode. Moving to a dry etch process in the second
and third fabrication runs eliminated these etch control issues.

and the d31 coefficient. More details are available in Ref. [355]. We measured both the d33f

and d31 coefficients via laser doppler vibrometry (LDV) and used the combination of the

two and assumed mechanical properties to calculate d33. All three coefficients are presented

in Figure F.22 as a function of the rocking curve FWHM. The piezoelectric coefficients that

we measured were greater than the best previously reported for AlN on Ti (d33f = 2.3 pm/V

in Ref. [423]) and comparable to the best data to date for AlN on Pt (d33 = 6.8 pm/V in

Ref. [360]).

We did encounter several issues with the AlN on Ti process though. First, both the

Ti and AlN layers were wet etched and we encountered issues with mask undercut and

micromasking. In Figure F.23a we see that the top Ti electrode on the cantilever has been

electrically isolated from the top Ti bondpad due to 10-20 µm of mask undercut. Mask

undercut can come from poor adhesion of the photoresist to the stack materials or, more

often, from poor coverage over the actuator sidewalls after the bottom PE lithography step.

The poor critical dimension (CD) control of the wet etch steps set the minimum feature size

of this process to 30-40 µm, far larger than would have been ideal. A closer view of the
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Figure F.24: Electrical impedance of an AlN actuator. The high impedance (> 107Ω)
indicates that the wirebond did not puncture the top Ti bondpad. One devices where the
device was shorted out, no actuation was possible and the electrical impedance was on the
order of 20 Ω.

etch nonuniformity and mask undercut is seen in Figure F.23b. Clearly the wet etch process

leaves something to be desired, and it was one of the main motivations for switching to a

Mo-based process for the second and third fabrication runs.

A second issue with the PE devices was wirebonding to the thin Ti electrodes. The

resistance of the AlN actuator is plotted as a function of voltage in Figure F.24. The high

impedance of the actuator (> 107Ω) indicates good electrical contact between the wirebond

and bondpad. On many devices, the wirebond actually broke through the top Ti electrode

making contact with the bottom electrode. In that case the actuator is shorted out (20-50 Ω)

and no electrical potential develops across the actuator. The tendency to break through the

top electrode varied between the wirebonders we used, with one breaking through more

than 90% of the time while another breaking through less than 20% of the time. We

mitigated this issue by adjusting the wirebonding settings, but it would come up again

in the second and third fabrication runs.

To summarize the PE device results: we first developed a deposition process to obtain



F.4. RESULTS AND DISCUSSION 441

Figure F.25: SEMs of finished piezoresistively sensed and piezoelectrically actuated
probes. (a) A top down view of the overall die layout and bondpads. The TC resistor is not
visible due to the low contrast between the n-type piezoresistor and p-type background. (b)
A closeup view of the base of the probe, with the piezoelectric actuator located in the center
of the cantilever and two aluminum lines running on either side. Note the long transverse
portion of the piezoresistor, which degrades performance and led to curvature problems.

good piezoelectric performance from AlN on Ti. Next, we fabricated PE cantilevers

and verified that functional cantilevers were possible. Finally, we characterized the

composition, structure and piezoelectric properties of the AlN actuators using XRD, XPS

and LDV. AlN on Ti is a viable process flow for applications that require piezoelectric

actuation but where conventional metal electrodes (e.g. Mo or Pt) are not an option.

F.4.3 Piezoelectrically actuated probes

Moving on to the PRPE process, finished devices are shown in Figure F.25. The die layout

is roughly the same as the PR and PE devices, with the probe located near the center of the

die. There are three bondpads for the PR sensor and two for the PE actuator. A closeup

of the cantilever is seen in Figure F.25b, illustrating the aluminum interconnects and vias

used to make electrical contact with the piezoresistor. Note that the transverse portion of

the piezoresistor is roughly as long as the longitudinal portions. Although the devices in

Figure F.25 are intact and in good condition, there were several flaws with the PRPE device
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Figure F.26: Damage to the piezoresistor surface increased the electrical sheet resistance
from 115 to 840 Ω/�. The piezoresistors were damaged at two points in the process:
during the in-situ AlN preclean and the RIE etchback of the LTO.

design.

The first problem was the placement of the cantilever in the center of the die. As noted

at the beginning of this section, this die layout is impossible to integrate with an upright

microscope for cochlear hair cell experiments (Figure 1.9).

The second major problem was piezoresistor damage during processing. Two steps

of the process removed material from the surface of the piezoresistor. First, material was

removed during the in-situ ICP cleaning immediately before the AlN stack deposition.

Second, when the exposed LTO was etched back after the patterning of the Al interconnects

and bondpads the RIE oxide etch stopped directly on the piezoresistor. The combination

of the two increased the sheet resistance of the piezoresistor from 115 to 840 Ω/� (Figure

F.26). The sheet resistance increase corresponds to the removal of roughly 800 Å of

material from the piezoresistor surface. On the bright side, the excess resistance in the

system decreases from 9.9 squares to 0.2 squares through the use of metal interconnects.

The surface damage had several detrimental effects. First, it reduced the thickness

of the force probe by approximately 80 nm, reducing the resonant frequency, stiffness,
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PR

TC

Figure F.27: Piezoresistor damage reduces the surface concentration yielding non-ohmic
contacts. The resistance increases nearly 10-fold for voltage biases of less than 1 V. The
resistance-voltage curve is symmetric because one of the Al-Si contacts is always forward
biased while the other is reverse biased regardless of the voltage polarity.

and displacement sensitivity of the sensor. Second, it increased the Johnson noise of the

piezoresistor roughly 3-fold due to the increased resistance. Third, it increased the 1/f noise

of the piezoresistor nearly 10-fold due to the reduced number of carriers and increased

bridge bias required to operate at the same power dissipation and temperature increase.

Finally, the damage reduced the dopant concentration at the surface of the piezoresistor

which yielded Schottky rather than ohmic contacts (Figure F.27). The resistance increased

nearly 10-fold at low voltage biases due to the non-ideal contacts.

The third major problem with the PRPE design was mechanical hysteresis and

nonlinearity. As we saw earlier there is a substantial strain gradient in the piezoresistor

which curves the device (Figure F.8c). When combined with the long transverse section of

the piezoresistor in the PRPE design, the surface stress caused the probe to adopt the shape

of a potato chip. Figure F.28 illustrates the transverse curvature seen in most of the PRPE

devices. As seen in Figure F.28b, the curvature begins at the contact vias, indicating that it

is caused by the tensile surface stress of the piezoresistor.
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Figure F.28: Surface stress and potato chipping in the first generation PRPE devices. (a)
Longitudinal and transverse bending is seen in this side view of a released probe. (b)
The tensile surface stress in the piezoresistor causes the probe to adopt a potato chip-like
configuration. (c) A view along the length of a released probe. The dashed line highlights
the transverse curvature.

In the case of the PR devices, curvature did not affect device performance for the most

part. We were not so fortunate in the case of the PRPE devices. The devices adopted a

potato chip conformation due to the combination of transverse and longitudinal bending,

which resulted in hysteresis and nonlinearity in the mechanical response of the probe. The

effect is seen in one of the PRPE devices in Figure F.29. The piezoresistor sensor output

is plotted as a function of the tip deflection of the probe for three different bridge bias

voltages. The sensor output is proportional to the bending in the piezoresistor portion of

the device. For deflections of less than 5 µm most of the bending is confined to the region

of the probe beyond the piezoresistor. For a 5 µm tip deflection the piezoresistor suddenly

flips, yielding a very high displacement sensitivity. Beyond that point most of the deflection

is confined to the region of the probe beyond the piezoresistor once again.

The same effect can be seen at the macroscale by taking a playing card, curling it

parallel to its long axis and then applying a force near one end. The card will be very stiff

up to a critical force, at which point it will become unstable and suddenly flip.

The final issue with the PRPE devices was their poor actuator-sensor crosstalk

performance. Crosstalk was not even a design consideration for the first generation

PRPE devices and it shows. No attempt was made to introduce identical capacitive

and mechanical crosstalk signals into both the PR and TC resistors. The frequency and

time responses of the actuator-sensor crosstalk are shown in Figure F.30. The capacitive
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Figure F.29: Mechanical nonlinearity caused by transverse bending. (a) The piezoresistor
sensor output is plotted as a function of the probe tip deflection for three different bridge
bias voltages. The displacement sensitivity of the piezoresistor is low except near 5 µm
of tip deflection. Micrographs of the device (b) before and (c) after the device flips are
shown. For deflections less than and greater than 5 µm the cantilever beyond the end of the
piezoresistor is bending rather than the piezoresistor itself.

crosstalk increases nearly linearly with frequency as expected and is 20-40 dB worse than

the PRPE devices published to date in Refs. [57] and [65]. The time domain crosstalk

response illustrates the enormous capacitive crosstalk and smaller mechanical crosstalk as

illustrated by the 250 mV DC offset in sensor response depending on the actuator position.

Ideally the PRPE device would have crosstalk of -120 dB up to 100 kHz. In that case, a
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Manalis et al.
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250 mV

Figure F.30: Frequency and time actuator-sensor crosstalk responses in the first generation
PRPE devices. (a) The capacitive crosstalk is 20-40 dB worse than prior work by Manalis
[57] and Kim [65]. (b) The time domain response of the sensor in response to a 100 mV
actuator signal illustrates the large capacitive (AC) and mechanical (DC) crosstalk signals.

1V actuator signal would introduce a 1 µV crosstalk signal at the instrumentation amplifier

input, comparable to the noise floor of the device.

In summary, the first generation PRPE devices had several crippling flaws. The first

flaw was the die layout which rendered the probes incompatible with the cochlear hair



F.4. RESULTS AND DISCUSSION 447

cell experimental setup. The second flaw was the piezoresistor surface damage. The third

flaw was the potato chip effect caused by the combination of a tensile surface stress and

wide piezoresistor. The fourth and final flaw was the large actuator-sensor crosstalk. An

additional flaw seen in all of the devices was the poor alignment between the base of

the probe and the backside release etch. The probe layouts and processes in the second

fabrication run were developed in order to address these shortcomings.

But the first fabrication run yielded a great deal of useful information. The PR noise,

sensitivity and self-heating data was used to refine the design optimization models. For

example, the impact of the transverse portion of the piezoresistive loop was added to the

models. The processes also illustrated that it was possible in principle to fabricate force

probes with the force resolution and actuator performance needed for the cochlear hair cell

application.

For completeness, the probe designs that were fabricated during the first run are

summarized in Tables F.3, F.4 and F.5.
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Table F.3: Summary of the first generation PR probe designs. For each design the overall
cantilever length (lc), overall cantilever width (wc), piezoresistor length (lpr) and air gap
width (wg) are specified. The piezoresistor width (wpr) is equal to wc/2 in all cases. The
spring constant (kc) and undamped resonant frequency ( f0) are calculated for a 340 nm
thick cantilever.

Design # lc (µm) wc (µm) lpr (µm) wg (µm) kc (N/m) f0 (kHz)

1 123 6 34 5 4.1×10−3 27.1
2 61 6 15 5 3.4×10−2 110
3 870 6 212 5 1.2×10−5 0.55
4 87 6 23 5 1.2×10−2 54.2
5 890 10 212 5 1.8×10−5 0.52
6 890 10 104 5 1.8×10−5 0.52
7 178 10 43 5 2.3×10−3 12.9
8 124 10 32 5 6.7×10−3 26.7
9 88 10 24 5 1.9×10−2 52.9
10 859 20 205 5 4.0×10−5 0.56
11 859 20 290 5 4.0×10−5 0.56
12 242 20 60 5 1.8×10−3 7.00
13 172 20 45 5 5.0×10−3 13.9
14 385 20 64 5 4.5×10−4 2.77
15 281 10 64 5 5.8×10−4 5.19
16 90 6 53 5 1.1×10−2 50.6
17 121 20 34 5 1.4×10−2 28.0
18 74 2 16 1 6.3×10−3 74.9
19 47 2 25 1 2.5×10−2 186
20 286 2 115 2 1.1×10−4 5.00
21 64 2 25 2 9.8×10−3 100
22 41 2 15 2 3.9×10−2 250
23 29 2 10 2 1.1×10−1 501
24 20 2 7 2 3.1×10−1 1000
25 640 2 41 2 9.7×10−6 1.00
26 64 2 9 2 9.7×10−3 100
27 20 2 3 2 3.1×10−1 1000
28 155 2 64 2 6.8×10−4 17.0
29 35 2 16 2 6.1×10−2 340
30 22 2 9 2 2.4×10−1 847
31 16 2 6 2 6.9×10−1 1710
32 11 2 4 2 1.9 3390
33 358 2 74 2 5.6×10−5 3.19
34 35 2 6 2 6.0×10−2 335
35 11 2 1.8 2 1.9 3390
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Table F.4: Summary of the first generation piezoelectric actuator-only probe designs. For
each design the overall cantilever length (lc), overall cantilever width (wc), piezoelectric
actuator length (lpe) and piezoelectric actuator width (wpe) are specified. These probes
were designed in order to characterize the first generation piezoelectric actuator process
(AlN on Ti).

Design # lc (µm) wc (µm) lpe (µm) wpe (µm)

1 100 30 96 26
2 200 30 30 30
3 200 50 26 26
4 200 30 10 10

Table F.5: Summary of the first generation piezoresistively sensed and piezoelectrically
actuated probe designs. For each design the length of the piezoresistive sensor (lc),
overall sensor width (wc), piezoresistor length (lpr), piezoelectric actuator length (lpe) and
piezoelectric actuator width (wpe) are specified. The air gap width between the piezoresistor
legs (wg) is 40 µm for all of the designs. The piezoresistor width (wpr) is equal to wc/2
in all cases. The spring constant (kc) and undamped resonant frequency ( f0) are calculated
for a 340 nm thick cantilever.

Design # lc (µm) wc (µm) lpr (µm) lpe (µm) wpe (µm) kc (N/m) f0 (kHz)

1 800 20 212 40 40 5.0×10−5 0.64
2 385 20 64 40 40 4.5×10−4 2.78
3 172 20 45 40 40 5.0×10−3 13.94
4 61 20 18 40 40 1.1×10−1 111
5 600 60 20 60 60 3.6×10−4 1.15
6 281 60 83 60 60 3.5×10−3 5.22



Appendix G

Ion implantation lookup tables

The following lookup tables can be used to calculate β ∗1 , β ∗2 , Nz, Rs and tj for boron,

phosphorus and arsenic ion implantation processes.

In all of the tables, the first number corresponds to a process with only an inert anneal

while the second number (in parentheses) corresponds to a process with a 1500 Å wet

passivation oxide grown immediately before the N2 anneal. The wet passivation oxide

was grown at the indicated process temperature for 66, 15, or 5 minutes at 900, 1000, or

1100◦C, respectively. Junction depths are calculated assuming a background resistivity of

10 Ω-cm.
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Appendix H

Code

A great deal of the work presented here depends on numerical modeling and design

optimization code. The most important components of the code are reproduced here

for posterity. However, all of the code is also available online (http://github.com/jcdoll,

http://microsystems.stanford.edu/piezod or by contacting me directly). Other useful but

less crucial pieces of code (e.g. analyzing thermomechanical noise data) are also available

online.

H.1 TSuprem simulations

The following three files were used to generate the ion implantation lookup tables used

for the case studies. The first two files (simulation.template and simulationControl.py)

were used to run the TSuprem simulations. Simulations were performed by substituting

appropriate parameter values into the template and then running the simulation from

the command line. Both steps were performed by simulationControl.py. Performing

all 1296 simulations (3 dopants, 3 energies, 3 doses, 3 temperatures, 8 times, and 2

anneal conditions) took about 12 hours on the standard Stanford computing cluster where

TSuprem4 was installed.

The simulations generated 2592 output text files containing the dopant concentration

before and after the anneal. These text files were postprocessed (postProcessTables.m and

calculateProfileProperties.m) in order to generate a .mat file that could be used for design

463
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optimization. The output .mat file, including the raw post-anneal dopant concentration

profiles (n(z)), was about 4MB. The lookup table was used to calculate β ∗1 , β ∗2 , Rs, Nz, xj

and n(z) through linear interpolation.

As discussed in Section 7.3, the simulations are currently one-dimensional. A possible

direction for future work would be extending the simulations to two dimensions in order to

account for lateral dopant diffusion.
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H.1.1 simulation.template

# Set up the 1D mesh

# Assumes a 10um device layer and 1um BOX

line x loc=0.0 tag=left

line x loc=1.0 tag=right

line y loc=0.0 spacing=0.01 tag=top

line y loc=5.0 spacing=0.01 tag=bot

region silicon xlo=left xhi=right ylo=top yhi=bot

initialize <100> impurity=${dopantBackground} i.resistivity=10

10 method vertical ddc.full pd.5str

# 1) Grow the 250A protection oxide

diffusion time=20 temperature=800 inert

diffusion time=20 temperature=800 t.final=900 inert

diffusion time=10 temperature=900 dryO2

diffusion time=9 temperature=900 wetO2

diffusion time=10 temperature=900 dryO2

diffusion time=20 temperature=900 t.final=800 inert

20 # List the layers

select z=doping

print.1d x.val=0 layers

# 2) Ion implant

implant ${dopantShort} dose=${dose} energy=${energy} +

tilt=7 impl.tab=tr.${dopantLong} damage

# Output the total dopant concentration (unactivated)

select z=${dopantLong}

30 print.1d out.file=simulationOutputs/${outputFileName}_preAnneal.out

# List the layers

select z=doping

print.1d x.val=0 layers
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# 4) Oxidize (optional) and anneal

${oxideStripCmd}

diffusion time=45 temperature=800 t.final=${temp} inert

diffusion time=${dryOxidationTime} temperature=${temp} dryO2

40 diffusion time=${wetOxidationTime} temperature=${temp} wetO2

diffusion time=${dryOxidationTime} temperature=${temp} dryO2

diffusion time=${time} temperature=${temp} inert

diffusion time=45 temperature=${temp} t.final=800 inert

# Output the post-anneal profile

# Specify the maximum temperature for correct solid solubility handling

select z=abs(doping) temperat=${temp}

print.1d out.file=simulationOutputs/${outputFileName}.out

50 # List the layers

select z=doping temperat=${temp}

print.1d x.val=0 layers

# 6) Analysis (optional)

# Sheet resistance

electric resistance x.val=0

# Peak doping level

select z=abs(doping) temperat=${temp}

60 extract silicon x.val=0 maximum val.extr assign name=Np0

# Junction depth

select z=doping temperat=${temp}

extract silicon x.val=0 value=0 d.extrac assign name=Dj

# Total carriers

select z=abs(doping) temperat=${temp}

extract silicon p1.y=0 p2.y=@Dj integral assign name=Ncm2
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H.1.2 simulationControl.py

import sys, string, subprocess

# Parameter values

dopantValues = [’arsenic’, ’boron’, ’phosphorus’]

doseValues = [2e14, 2e15, 2e16]

energyValues = [20, 50, 80]

timeValues = [15, 30, 45, 60, 75, 90, 105, 120]

tempValues = [900, 1000, 1100]

10 # Clear out all of the old simulation files

subprocess.call(’rm -rf *.out’, shell=True)

subprocess.call(’rm -rf simulationInputs/*’, shell=True)

subprocess.call(’rm -rf simulationOutputs/*’, shell=True)

# Generate the tsuprem input files and run tsuprem on them

ii = 1

for dopantLong in dopantValues:

if dopantLong == ’boron’:

dopantShort = ’B’

20 dopantBackground = ’phosphorus’

elif dopantLong == ’phosphorus’:

dopantShort = ’P’

dopantBackground = ’boron’

elif dopantLong == ’arsenic’:

dopantShort = ’As’

dopantBackground = ’boron’

else:

print ’Unknown dopant type!’

sys.exit(0)

30

for dose in doseValues:

for energy in energyValues:

for time in timeValues:

for temp in tempValues:
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print ’Iteration %d of %d’ % (ii, 2*len(dopantValues)*

len(doseValues)*len(energyValues)*len(timeValues)*len(tempValues))

ii += 1

40 # First simulate without passivation oxide

dryOxidationTime = 0

wetOxidationTime = 0

oxideStripCmd = ’’

# Build the simulation input file through substitution

fileName = ’%s_%s_%s_%s_%s_noOxide’ % (dopantShort,

dose, energy, temp, time)

templateString = open(’simulation.template’, ’r’).read()

s = string.Template(templateString)

50 fileContents = s.substitute(outputFileName=fileName, dose=dose,

energy=energy, time=time, temp=temp, dopantShort=dopantShort,

dopantLong=dopantLong, dopantBackground=dopantBackground,

dryOxidationTime=dryOxidationTime,

wetOxidationTime=wetOxidationTime,

oxideStripCmd = oxideStripCmd)

# Save the file to disk

simulationFileName = ’’.join([’simulationInputs/’, fileName, ’.input’])

f = open(simulationFileName, ’w’)

60 f.write(fileContents)

f.close()

# Run the simulation

cmd = ’’.join([’tsuprem4 ’, simulationFileName])

subprocess.call(cmd, shell=True)

# Resimulate with an oxidation step immediately before the anneal

dryOxidationTime = 5

70 if temp == 900:

wetOxidationTime = 66

elif temp == 1000:
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wetOxidationTime = 15

elif temp == 1100:

wetOxidationTime = 5

oxideStripCmd = ’etch oxide all’

# Build the simulation input file through substitution

fileName = ’%s_%s_%s_%s_%s_oxide’ % (dopantShort, dose,

80 energy, temp, time)

templateString = open(’simulation.template’, ’r’).read()

s = string.Template(templateString)

fileContents = s.substitute(outputFileName=fileName, dose=dose,

energy=energy, time=time, temp=temp, dopantShort=dopantShort,

dopantLong=dopantLong, dopantBackground=dopantBackground,

dryOxidationTime=dryOxidationTime, wetOxidationTime=wetOxidationTime,

oxideStripCmd = oxideStripCmd)

# Save the file to disk

90 simulationFileName = ’’.join([’simulationInputs/’, fileName, ’.input’])

f = open(simulationFileName, ’w’)

f.write(fileContents)

f.close()

# Run the simulation

cmd = ’’.join([’tsuprem4 ’, simulationFileName])

subprocess.call(cmd, shell=True)
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H.1.3 postProcessTables.m

function postProcessTables()

clear all

close all

clc

% size = (3, 3, 3, 3, 8, 2) -> (dopant, dose, energy, temp, time, oxidation)

dopants = {’B’, ’P’, ’As’};

dopantsLong = {’boron’, ’phosphorus’, ’arsenic’};

doses = [2e14, 2e15, 2e16];

10 energies = [20 50 80];

temps = [900 1000 1100];

times = [15 30 45 60 75 90 105 120];

% Setup the z interpolation grid

% All data will be calculated over this grid

z = 0:0.01:5;

% Allocate space

Beta1 = zeros(3, 3, 3, 3, 8, 2);

20 Beta2 = zeros(3, 3, 3, 3, 8, 2);

Rs = zeros(3, 3, 3, 3, 8, 2);

Nz_total = zeros(3, 3, 3, 3, 8, 2);

Nz = zeros(3, 3, 3, 3, 8, 2);

Xj = zeros(3, 3, 3, 3, 8, 2);

n = zeros(length(z), 3, 3, 3, 3, 8, 2);

ImplantDopants = [1 2 3];

ImplantEnergies = energies;

ImplantDoses = doses;

30 AnnealTemps = temps;

AnnealTimes = times;

AnnealOxidation = [1 2];

currentCount = 1;

for ii = 1:length(dopants)
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for jj = 1:length(doses)

for kk = 1:length(energies)

for ll = 1:length(temps)

for mm = 1:length(times)

40 dopant = dopants{ii};

dopantLong = dopantsLong{ii};

dose = doses(jj);

energy = energies(kk);

temp = temps(ll);

time = times(mm);

% Output a status update

fprintf(’Processing %s, %0.1g/sq cm, %dkeV, %dC, %dmin\n’, ...

dopant, dose, energy, temp, time);

50 fprintf(’%d of %d\n\n’, currentCount, 2*length(dopants)* ...

length(doses)*length(energies)*length(temps)*length(times));

% Generate the filenames

doseExponent = floor(log10(dose));

dosePrefactor = round(10^(rem(log10(dose), doseExponent)));

name = sprintf(’%s_%de+%d_%d_%d_%d’, dopant, ...

dosePrefactor, doseExponent, energy, temp, time);

filename_noOxide = [’simulationOutputs/’ name ’_noOxide.out’];

filename_oxide = [’simulationOutputs/’ name ’_oxide.out’];

60

% No oxide case

fprintf(’%s\n’, filename_noOxide);

nInterp = loadAndCleanupData(filename_noOxide);

[betatmp, Beta1tmp, Beta2tmp, Nztmp, Nz_totaltmp, Rstmp, Xjtmp] = ...

calculateProfileProperties(dopantLong, z*1e-6, nInterp);

Rs(ii, jj, kk, ll, mm, 1) = Rstmp;

Xj(ii, jj, kk, ll, mm, 1) = Xjtmp;

Beta1(ii, jj, kk, ll, mm, 1) = Beta1tmp;

Beta2(ii, jj, kk, ll, mm, 1) = Beta2tmp;

70 Nz(ii, jj, kk, ll, mm, 1) = Nztmp;

Nz_total(ii, jj, kk, ll, mm, 1) = Nz_totaltmp;

n(:, ii, jj, kk, ll, mm, 1) = nInterp;
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% Oxide case

fprintf(’%s\n’, filename_oxide);

nInterp = loadAndCleanupData(filename_oxide);

[betatmp, Beta1tmp, Beta2tmp, Nztmp, Nz_totaltmp, Rstmp, Xjtmp] = ...

calculateProfileProperties(dopantLong, z*1e-6, nInterp);

Rs(ii, jj, kk, ll, mm, 2) = Rstmp;

80 Xj(ii, jj, kk, ll, mm, 2) = Xjtmp;

Beta1(ii, jj, kk, ll, mm, 2) = Beta1tmp;

Beta2(ii, jj, kk, ll, mm, 2) = Beta2tmp;

Nz(ii, jj, kk, ll, mm, 2) = Nztmp;

Nz_total(ii, jj, kk, ll, mm, 2) = Nz_totaltmp;

n(:, ii, jj, kk, ll, mm, 2) = nInterp;

% Move to the next iteration

currentCount = currentCount + 2;

end

90 end

end

end

end

ratio = Nz./Nz_total;

ratio = reshape(ratio, 1, 3*3*3*3*8*2);

fprintf(’Nz/Nz_total: %.2f to %.2f (mean/median/std = %.2f/%.2f/%.2f)\n’, ...

min(ratio), max(ratio), mean(ratio), median(ratio), std(ratio));

100 % Output data

save lookupTable z Rs Xj Beta1 Beta2 Nz Nz_total n ImplantDopants ...

ImplantEnergies ImplantDoses AnnealTemps AnnealTimes AnnealOxidation;

function nInterp = loadAndCleanupData(filename)

[zRaw, nRaw, material] = textread(filename, ’%f %f %s’, ’headerlines’, 1);

siliconIndices = find(strcmp(material, ’silicon’));

zRaw = zRaw(siliconIndices);

nRaw = nRaw(siliconIndices);

zRaw = zRaw - zRaw(1);
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110 nInterp = interp1(zRaw, nRaw, z, ’pchip’); % Arrange data on a standard grid

end

end
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H.1.4 calculateProfileProperties.m

function [beta, beta1, beta2, Nz, Nz_total, Rsheet, Xj] = ...

calculateProfileProperties(dopantType, z, n)

% Inputs:

% dopantType - ’phosphorus’, ’boron’, or ’arsenic’

% z - depth from surface (m)

% n - dopant concentration (per cc)

T = 300;

% Find the junction depth (concentration dips below end value)

10 junctionIndex = find(n <= n(end), 1);

% If the doping is constant...

if junctionIndex == 1

junctionIndex = length(n);

end

Xj = z(junctionIndex);

t = max(z);

% Adjust the carrier concentration beyond the junction

20 ni = 1e10;

n(junctionIndex+1:end) = ni^2./n(junctionIndex+1:end);

% Calculate the mobility

[rho, mu] = resistivity(dopantType, T, n);

sigma = 1./rho;

P = richterModel(T, n);

% Calculate Beta*, beta1*, beta2*

zBeta = (t/2 - z)*1e2; % integrated from -t/2 to +t/2, output in cm

30 beta = 2/(t*1e2)*trapz(zBeta, sigma.*P.*zBeta)/trapz(zBeta, sigma);

calcRange = 1:junctionIndex;

beta1 = trapz(z(calcRange), P(calcRange).*sigma(calcRange)) ...

/trapz(z(calcRange), sigma(calcRange));

beta2 = 1e6*trapz(z(calcRange), P(calcRange).*sigma(calcRange) ...

.*z(calcRange))/trapz(z(calcRange), sigma(calcRange));
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% Calculate the sheet resistance and use to calculate the current density

Rsheet = 1/trapz(z*1e2, sigma); % convert z from m to cm

R = Rsheet;

40 I = 1/Rsheet;

J = sigma/1e2; % J = sigma*Em = A/cm^2

% Calculate the total and effective number of carriers

Nz_total = trapz(z, n*1e6);

Nz = 1e4*trapz(z*1e2, n.*mu)^2/trapz(z*1e2, n.*mu.^2);

end
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H.1.5 richterModel.m

function P = richterModel(T, N)

% Transform from nx1 and 1xm to nxm matrices

T = T*ones(1, length(N));

N = ones(size(T,1), 1)*N;

Tn = T/300;

Nb = 6e19;

Nc = 7e20;

10 theta = 0.9;

alpha = 0.43;

gamma = 1.6;

beta = 0.1;

eta = 3;

P = Tn.^-theta.*(1 + Tn.^-beta.*(N./Nb).^alpha + Tn.^-eta.*(N./Nc).^gamma).^-1;

end
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H.1.6 resistivity.m

function [rho, mu] = resistivity(dopantType, T, dopantConc)

k_b_eV = 8.617343e-5; % eV/K

q = 1.60218e-19; % Coulombs

Tnorm = T/300;

Eg = 1.170-(4.730e-4*T.^2)./(T+636);

ni = 2.9135e15.*T.^1.6.*exp(-Eg./(2*k_b_eV.*T));

10 switch dopantType

case ’phosphorus’

mumax = 1441;

c = 0.07;

gamma = 2.45;

mu0d = 62.2.*Tnorm.^-0.7;

mu0a = 132.*Tnorm.^-1.3;

mu1d = 48.6.*Tnorm.^-0.7;

mu1a = 73.5.*Tnorm.^-1.25;

Cr1 = 8.5e16.*Tnorm.^3.65;

20 Cr2 = 1.22e17.*Tnorm.^2.65;

Cs1 = 4e20;

Cs2 = 7e20;

alpha1 = .68;

alpha2 = .72;

n = (dopantConc./2)+((dopantConc./2).^2 + ni.^2).^.5;

p = ni.^2./n;

ND = dopantConc;

30 NA = 0;

case ’arsenic’

mumax = 1441;

c = 0.07;

gamma = 2.45;

mu0d = 55.*Tnorm.^-0.6;
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mu0a = 132.*Tnorm.^-1.3;

mu1d = 42.4.*Tnorm.^-0.5;

mu1a = 73.5.*Tnorm.^-1.25;

Cr1 = 8.9e16.*Tnorm.^3.65;

40 Cr2 = 1.22e17.*Tnorm.^2.65;

Cs1 = 2.9e20;

Cs2 = 7e20;

alpha1 = .68;

alpha2 = .72;

n = (dopantConc./2)+((dopantConc./2).^2 + ni.^2).^.5;

p = ni.^2./n;

ND = dopantConc;

50 NA = 0;

case ’boron’

mumax=470.5;

c=0.0;

gamma=2.16;

mu0d=90.0*Tnorm.^-1.3;

mu0a=44.0*Tnorm.^-0.7;

mu1d=28.2*Tnorm.^-2.0;

mu1a=28.2*Tnorm.^-0.8;

Cr1=1.3e18*Tnorm.^2.2;

60 Cr2=2.45e17*Tnorm.^3.1;

Cs1=1.1e18*Tnorm.^6.2;

Cs2=6.1e20;

alpha1=.77;

alpha2=.719;

p=(dopantConc./2)+((dopantConc./2).^2+ni.^2).^.5;

n=ni.*ni./p;

NA=dopantConc;

70 ND = 0;

end
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mu0 = (mu0d.*ND+mu0a.*NA)./(ND+NA);

mu1 = (mu1d.*ND+mu1a.*NA)./(ND+NA);

muL = mumax.*Tnorm.^(-gamma+c.*Tnorm);

second = (muL-mu0)./(1+(ND./Cr1).^alpha1 + (NA./Cr2).^alpha2);

third = mu1./(1+(ND./Cs1+NA./Cs2).^-2);

mu = mu0+second-third;

80 sigma = q.*(mu.*n + mu.*p);

rho = 1./sigma;

end
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H.2 Optimization code

The Matlab code used to model and optimize the cantilever designs (piezoD) is re-

produced here for completeness. The latest version can always be found at either

http://microsystems.stanford.edu/piezod, http://github.com/jcdoll/PiezoD, or if all else

fails, by emailing me.

The code is written in object oriented Matlab and requires at least Matlab R2008a with

the optimization toolbox. Cantilevers based upon silicon piezoresistors (diffusion, epitaxy,

ion implantation and polysilicon), metal strain gauges and piezoelectric films are supported

in both end loaded and surface stress loaded configurations. The thermal and multilayered

beam models are integrated into the code for both sensor and actuator design.

The code consists of an abstract base class (cantilever.m) that is inherited by several

cantilever subclasses (e.g. cantileverDiffusion.m). The user instantiates a subclass based

upon the type of cantilever that they are designing. Each subclass has several additional

instantiation parameters on top of the base class parameters (e.g. diffusion temperature and

time), implements anything that is specific to the particular cantilever type (e.g. calculating

the dopant concentration profile) and overrides several of the optimization functions so

that everything fits together nicely. The cantilever base class includes all of the thermal

modeling, noise and sensitivity functions and can model the effect of an actuator at the

base of the sensor (i.e. the configuration used in the self-sensing and self-actuating probes

that I developed). The code theoretically supports the optimization of the actuator, but the

actuator design is typically so simple that it is quicker and easier to simple test several

possible actuator lengths.

The optimization is a straightforward application of fmincon, Matlab’s built-in

generation optimization routine. The code supports arbitrary optimization constraints

that are passed in as parameters to the optimization routine (see sampleCode.m) and

additional nonlinear constraints can be added to the cantilever base class. Depending on

the speed of your computer and the degree of complexity in the optimization (which can

be controlled using flags, e.g. whether to account for variation in the thermal conductivity

with temperature) an optimized cantilever design can be generated in as little as 30 seconds.

The code supports diffused (cantileverDiffusion.m), epitaxial (cantileverEpitaxy.m) and
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ion implanted (cantileverImplantation.m) single crystal silicon piezoresistive cantilevers.

Several other cases (polysilicon, metal strain gauges, piezoelectric films) are supported as

well but the code (cantileverPoly.m and cantileverPiezoelectric.m) is not reproduced here

because the results are not essential to the thesis and is not particularly well integrated into

the rest of the code base. The polysilicon and piezoelectric design code can be found online.

A significant amount of additional code (e.g. calculating f0/Q/kc from thermomechanical

noise data) that is not essential to the thesis but could potentially be quite useful to the

reader can similarly be found online at http://github.com/jcdoll.
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H.2.1 sampleCode.m

% sample_code.m

% This file demonstrates some of the basic features of piezoD

% and can also be used to verify that you have properly installed

% the code on your system.

%

% Check out cantilever.m for the many additional features included

% in the code. Examples include:

% - arbitrary parameter constraints (e.g. max temperature, diffusion temp)

% - piezoelectric and thermal actuator modeling

10 % - initial device deflections from instrinsic stress (Monte Carlo)

% - alternative optimization goals (e.g. surface stress)

% - alternative instrumentation amplifier noise characteristics

clear all

close all

clc

% Turn on multiprocessor support (if available)

if matlabpool(’size’) == 0

20 matlabpool

end

% Compare the model with Harley’s 89 nm thick epitaxial cantilever (1999)

freq_min = 10;

freq_max = 1000;

l = 300e-6;

w = 44e-6;

t = 89e-9;

l_pr_ratio = 45/300;

30 v_bridge = 5;

doping_type = ’boron’;

concentration_initial = 4e19;

t_pr_ratio = 30/89;

exampleCantilever = cantileverEpitaxy(freq_min, freq_max, l, w, t, l_pr_ratio, ...

v_bridge, doping_type, concentration_initial, t_pr_ratio);
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exampleCantilever.fluid = ’vacuum’; % other options: ’air’, ’water’, ’arbitrary’

exampleCantilever.thermal_modeling = ’approx’;

exampleCantilever.number_of_piezoresistors = 1;

exampleCantilever.print_performance();

40 exampleCantilever.print_performance_for_excel(); % tab delimited output

[TMax, TTip] = exampleCantilever.calculateMaxAndTipTemp();

% Setup optimization constraints

parameter_constraints = {{’min_t’, ’max_t’, ’min_w’, ’max_v_bridge’}, ...

{1e-6, 1e-6, 5e-6, 10}};

nonlinear_constraints = {{’omega_min_hz’, ’max_power’, ’min_k’, ’max_k’}, ...

{freq_max, 2e-3, 1e-3, 1e1}};

goal = cantilever.goalForceResolution;

50 % Optimize once from the current cantilever design

% Use optimize_performance() to randomize the optimization starting point

exampleCantilever = exampleCantilever.optimize_performance_from_current(parameter_constraints, ...

nonlinear_constraints, goal);

exampleCantilever.print_performance();

exampleCantilever.plot_noise_spectrum();

% Diffusion Example

diffusion_time = 20*60; % 20 minutes

diffusion_temp = 800 + 273; % at 800C (1073K)

60 exampleCantilever = cantileverDiffusion(freq_min, freq_max, ...

l, w, t, l_pr_ratio, v_bridge, doping_type, ...

diffusion_time, diffusion_temp);

exampleCantilever.fluid = ’vacuum’;

exampleCantilever.number_of_piezoresistors = 4;

exampleCantilever.print_performance();

% Ion implantation example

annealing_time = 20*60; % 20 minutes

annealing_temp = 950 + 273; % 950C

70 implantation_energy = 30; % keV

implantation_dose = 5e15; % 5e15/sq. cm

annealing_type = ’inert’; % or ’oxide’
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exampleCantilever = cantileverImplantation(freq_min, freq_max, ...

l, w, t, l_pr_ratio, v_bridge, doping_type, ...

annealing_time, annealing_temp, annealing_type, ...

implantation_energy, implantation_dose);

exampleCantilever.fluid = ’water’;

exampleCantilever.number_of_piezoresistors = 4;

exampleCantilever.print_performance();

80 exampleCantilever.plotTempProfile();
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H.2.2 cantilever.m

% Abstract cantilever base class

% Used by subclasses to implement common cantilever features

% The code is formatted to be < 85 columns wide for printing reproduction

%

% Subclasses must implement the following methods at a minimum:

% doping_profile

% doping_optimization_scaling

% doping_cantilever_from_state

% doping_current_state

10 % doping_initial_conditions_random

% doping_optimization_bounds

classdef cantilever

properties

% Basic pararameters that are absolutely required

freq_min; % Minimum measured frequency, Hz

freq_max; % Maximum measured frequency, Hz

l; % overall cantilever/sensor length, m

w; % overall cantilever width, m

t; % overall cantilever thickness, m

20 l_pr_ratio; % piezoresistor length ratio

v_bridge; % bridge bias, V

doping_type; % Dopant species: ’phosphorus’, ’boron’, or ’arsenic’

% Optional parameters for general operation

fluid; % ’vacuum’, ’air’, ’water’, or ’arbitrary’. Default = ’air’

number_of_piezoresistors; % # of PRs in the circuit. Default = 2.

rms_actuator_displacement_noise = 1e-12; % Displacement noise from mounting, m

default_alpha = 1e-5; % Hooge noise parameter, unitless

amplifier; % Amplifier used: ’INA103’ or ’AD8221’. Default = ’INA103’.

30 T; % Ambient temp, K. Default = 300.

T_ref; % Reference temp for calculating thermal expansion, K. Default = 300

tip_mass; % Tip mass loading (e.g. bead or sharp tip). Default = 0.

R_base; % Thermal resistance at the cantilever base, K/W. Default = 10e3

R_contact; % Excess resistance per contact, default = 170 ohm
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% Include temp dependence in calculating electrical resistivity

% and thermal conductivity of silicon. ’yes’ or ’no’. Default = ’no’

temperature_dependent_properties;

40 % Degree of accuracy to use in thermal modeling (e.g. see johnson_PSD())

% Options: ’none’, ’approx’ or ’exact’. Default = ’none’

thermal_modeling;

% Optional parameters for modeling arbitrary fluids (damping and heat transfer)

rho_arb; % Density of fluid

eta_arb; % Viscosity of fluid

k_arb; % Thermal conductivity of fluid

h_method; % How to calculate h_eff: ’fixed’ or ’calculate’

50 % Effective convection coefficient of fluid, W/m^2-K

% Used in case of h_method = ’fixed’ and fluid = ’arbitrary’

h_arb;

% Optional parameters for modeling a stiffener/actuator at the

% base of the device. Mechanical/thermal impact is included in the code.

% Options = ’none’, ’step’, ’thermal’, ’piezoelectric’. Default = ’None’

cantilever_type;

60 % ’step’ stack = silicon/oxide/metal (t/t_oxide/t_a)

% ’thermal’ stack = silicon/oxide/metal (t/t_oxide/t_a)

% ’piezoelectric’ stack = silicon/oxide/seed/metal/piezoelectric/metal

% (t/t_oxide/t_a_seed/t_electrode_bottom/t_a/t_electrode_top)

l_a; % Overall length of the step/actuator, m

w_a; % Overall width of the step/actuator, m

w_a_active; % Active width of the step/actuator, m

t_a; % Thickness of the step/actuator, m

v_actuator; % Bias voltage for either thermal or PE actuation, V

70 R_heater; % Resistance of the thermal actuator heater, ohm

t_oxide; % Oxide layer thickness, m

t_a_seed; % Thickness of PE seed layer, m
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t_electrode_bottom; % Thickness of the bottom PE metal electrode, m

t_electrode_top; % Thickness of the top PE metal electrode, m

d31_manual; % Allows manual specification of the PE d31 coefficient, pm/V

% Gap at the end of the actuator before the start of the sensor, m

% Typically on the order of 20 microns to allow for contacts, etc.

l_a_gap;

80

% Type of the metal used in the actuator/step

% Options: ’aluminum’, ’titanium’ or ’molybdenum’

metal_type;

% Probe deflection due to residual stress is modeled in the code

% Options for modeling: ’nominal’ or ’random’

% The latter option performs a Monte Carlo simulation to predict

% the tip range from the input stress range (e.g. see sigma_si_range)

film_stress;

90 end

% Constants - can be referred to with cantilever.variableName

properties (Constant)

% Physical constants

k_b = 1.38e-23; % J/K

k_b_eV = 8.617343e-5; % eV/K

q = 1.60218e-19; % Coulombs

h_bar = 1.055e-34; % J-sec

100

% Define the number of points to use in discretized calculations

numFrequencyPoints = 1000; % For noise spectra plotting

% Number of points along the cantilever for calculating

% deflections and temperature profiles

numXPoints = 800;

% Number of points through the cantilever depth for calculating the

% dopant profile, sheet resistance, number of carriers, thermal conductivity
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110 numZPoints = 200;

% Number of Monte Carlo iterations for calculating the tip

% deflection distribution

numRandomStressIterations = 10;

% Number of optimization iterations to perform without

% convergence (to within 0.1%) before accepting

% the best answer so far

numOptimizationIterations = 20;

120

% The width between the two cantilever legs. Afffects the PR

% resistance and sensitivity, but only if l_pr is small

air_gap_width = 2e-6;

% Standard fluid properties

k_water = 0.610; % W/m-K

rho_water = 996.6; % kg/m^3

eta_water = 7.98e-4; % Pa-sec

130 h_water = 49218; % W/m^2-k

k_air = 0.0262; % W/m-K

rho_air = 1.164; % kg/m^3

eta_air = 17e-6; % Pa-sec

h_air = 2098; % W/m^2-K

% For vacuum, use small but finite values for numerical stability

k_vacuum = 1e-6; % W/m-K

rho_vacuum = 1e-6; % kg/m^3

140 eta_vacuum = 1e-6; % Pa-sec

h_vacuum = 1e-6; % W/m^2-K

% Thermal conductivities, W/m-K

% AlN: "Process-dependent thin-film thermal conductivities

% for thermal CMOS MEMS"

% Al: "MEMS test structure for measuring thermal conductivity of thin films"
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k_si = 148;

k_al = 200;

k_sio2 = 1.4;

150 k_ti = 21.9;

k_aln = 60;

k_mo = 138;

% Coefficients of thermal expansion, 1/K

alpha_al = 23.1e-6;

alpha_sio2 = 0.5e-6;

alpha_si = 2.6e-6;

alpha_ti = 8.6e-6;

alpha_aln = 4.5e-6;

160 alpha_mo = 4.8e-6;

% Silicon temperature coefficient of resistance (TCR), 1/K

% Corresponds to a peak doping of about 1e20/cc. Used to predict

% resistance change with self-heating in the advanced thermal models

TCR = 1372e-6;

% Intrinsic stress (Pa)

% For modeling tip deflection from film stress

% Doping stress is treated separately elsewhere in the code

170 % film_stress == ’nominal’ uses the average

% film_stress == ’random’ uses a normal distribution

sigma_si_range = 1e6*[0 0];

sigma_sio2_range = 1e6*[-200 -300];

sigma_al_range = 1e6*[160 200];

sigma_aln_range = 1e6*[-300 300];

sigma_ti_range = 1e6*[-25 25];

sigma_mo_range = 1e6*[-25 25];

% Specific heat (J/kg-K) for calculating thermal time constants

180 Cv_si = 700;

Cv_al = 910;

Cv_sio2 = 700;
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% Mechanical material properties (Pa)

nu_Si = 0.28; % <100> direction

nu_Al = 0.3;

nu_Ti = 0.3;

nu_AlN = 0.24;

nu_SiO2 = 0.17;

190 nu_Mo = 0.3;

% Assume plane strain conditions

% (i.e. cantilever much wider than it is thick)

E_si = 130e9/(1 - cantilever.nu_Si^2);

E_al = 70e9/(1 - cantilever.nu_Al^2);

E_ti = 90e9/(1 - cantilever.nu_Ti^2);

E_aln = 320e9/(1 - cantilever.nu_AlN^2); % or 345 GPa

E_sio2 = 75e9/(1 - cantilever.nu_SiO2^2);

E_mo = 329e9/(1 - cantilever.nu_Mo^2); % or 270 GPa

200

% Densities (kg/m^3)

rho_si = 2330;

rho_al = 2700;

rho_ti = 4506;

rho_aln = 3260;

rho_sio2 = 2200;

rho_mo = 10280;

% Transverse piezoelectric coefficient of AlN, pm/V or pC/N

210 % d31 varies with thickness, so interpolate from literature values

% Values are from papers written by the Piazza and Roukes groups

d31_t = 1e-9*[50 100 500 3000]; % nm

d31_aln = 1e-12*[1.9 2.3 2.5 2.6]; % pm/V

% Minimum and maximum quality factors for the cantilever

% Q is calculated from fluid damping. Results at atmospheric pressure

% are accurate, but other damping mechanisms that become important

% in vacuum (e.g. thermoelastic damping) are not included

maxQ = 5e3;

220 minQ = 1e-6;
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% Define the possible optimization goals.

% Can be referred to as cantilever.goalForceResolution, etc.

goalForceResolution = 0;

goalDisplacementResolution = 1;

goalForceNoiseDensity = 2;

goalSurfaceStress = 3;

% Lookup table for calculating resonant frequency and quality factor in liquid

230 % Source: "Oscillations of cylinders..." by Brumley, Wilcox and Sader (2010)

% Values are stored as constants for calculation speed

A_lookup = [0 1/50 1/20 1/10 1/5 1/2 1 2 5 10 20 50 1000]; % t/w ratio

Beta_lookup = [-3 -2.5 -2 -1.5 -1 -.5 0 0.5 1 1.5 2 2.5 3 100]; % log(Re)

% Hydrodynamic function

% Includes fixed bottom row from published erratum

gamma_lookup_real = ...

[212.184 213.310 214.977 217.701 222.978 237.780 260.256 ...

207.210 169.667 154.616 145.909 139.855 134.720;

240 91.6984 92.2467 93.0601 94.3924 96.9808 104.295 115.542 ...

88.9011 70.8173 63.7655 59.7404 56.9653 54.6258;

41.6417 41.9209 42.3363 43.0185 44.3487 48.1380 54.0391 ...

39.8564 30.6996 27.2460 25.3060 23.9817 22.8730;

20.1196 20.2683 20.4907 20.8572 21.5753 23.6370 26.8847 ...

18.8235 13.9212 12.1457 11.1673 10.5072 9.95883;

10.4849 10.5677 10.6926 10.8998 11.3080 12.4883 14.3601 ...

9.43536 6.64606 5.68511 5.16801 4.82411 4.54093;

5.96655 6.01467 6.08871 6.21279 6.45897 7.17328 8.30052 ...

5.04739 3.35215 2.80394 2.51794 2.33126 2.17927;

250 3.73387 3.76344 3.81063 3.89099 4.05154 4.51368 5.22220 ...

2.89030 1.78322 1.45306 1.28807 1.18327 1.09943;

2.56548 2.58563 2.61959 2.67832 2.79515 3.11907 3.58531 ...

1.77617 0.994540 0.783333 0.684003 0.623512 0.576619;

1.91834 1.93509 1.96437 2.01450 2.11058 2.35665 2.68270 ...

1.17779 0.580514 0.435349 0.372208 0.336075 0.309503;

1.54554 1.56285 1.59247 1.64069 1.72687 1.92785 2.17551 ...

0.848104 0.357549 0.249659 0.206674 0.184001 0.168601;
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1.32633 1.34658 1.37882 1.42757 1.50844 1.68437 1.88862 ...

0.663505 0.235193 0.148772 0.117201 0.102069 0.0928779;

260 1.19577 1.2202 1.2555 1.3051 1.3833 1.5459 1.7259 ...

0.55939 0.16703 0.093131 0.068128 0.057273 0.0515648;

1.11746 1.1465 1.1843 1.2346 1.3117 1.4670 1.6336 ...

0.50051 0.12874 0.062098 0.040918 0.032516 0.0287745;

1 1.04551 1.08816 1.14064 1.21703 1.36368 1.51317 ...

0.423881 0.0792129 0.0222121 0.00619303 0.00113212 0 ];

gamma_lookup_imag = ...

[1018.72 1021.37 1025.29 1031.66 1043.88 1077.39 1126.32 ...

1008.65 915.159 874.583 850.149 832.704 817.599;

270 374.276 375.392 377.040 379.721 384.873 399.079 420.012 ...

370.057 331.318 314.778 304.899 297.884 291.835;

140.659 141.144 141.862 143.031 145.284 151.534 160.848 ...

138.825 122.228 115.278 111.167 108.266 105.776;

54.4049 54.6253 54.9508 55.4818 56.5079 59.3754 63.7087 ...

53.5749 46.1812 43.1534 41.3825 40.1420 39.0836;

21.8269 21.9314 22.0855 22.3371 22.8247 24.2002 26.3169 ...

21.4324 17.9905 16.6153 15.8210 15.2692 14.8012;

9.16870 9.22024 9.29587 9.41936 9.65973 10.3480 11.4345 ...

8.96804 7.28929 6.63516 6.26219 6.00523 5.78862;

280 4.07467 4.10043 4.13779 4.19895 4.31957 4.67605 5.25977 ...

3.95920 3.10274 2.77671 2.59298 2.46733 2.36186;

1.93366 1.94552 1.96256 1.99130 2.05107 2.24127 2.56535 ...

1.85252 1.39790 1.22868 1.13429 1.07013 1.01639;

0.981710 0.985312 0.990956 1.00255 1.03157 1.13634 1.31768 ...

0.915797 0.666095 0.575374 0.525354 0.491568 0.463359;

0.527773 0.526433 0.526077 0.529479 0.543868 0.602276 0.703142 ...

0.474037 0.333253 0.283225 0.256021 0.237799 0.222666;

0.296143 0.291987 0.289093 0.289338 0.296683 0.328687 0.384789 ...

0.253907 0.173548 0.145302 0.130165 0.120135 0.111868;

290 0.171115 0.16564 0.16234 0.16171 0.16525 0.18260 0.21384 ...

0.13910 0.093151 0.076988 0.068405 0.062790 0.0582134;

0.100688 0.095021 0.092307 0.091476 0.093044 0.10247 0.11987 ...

0.077266 0.051022 0.041760 0.036840 0.033652 0.0310905;

0 0 0 0 0 0 0 ...
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0 0 0 0 0 0];

end

% Abstract methods that MUST be defined in subclasses

methods (Abstract)

300 doping_profile(self)

doping_optimization_scaling(self)

doping_cantilever_from_state(self)

doping_current_state(self)

doping_initial_conditions_random(self)

doping_optimization_bounds(self, parameter_constraints)

% Abstract functions for handling ion implantation

Nz(self)

alpha(self)

310 sheet_resistance(self)

end

methods

function self = cantilever(freq_min, freq_max, l, w, t, ...

l_pr_ratio, v_bridge, doping_type)

% Define the cantilever using the required parameters

self.freq_min = freq_min;

self.freq_max = freq_max;

self.l = l;

320 self.w = w;

self.t = t;

self.l_pr_ratio = l_pr_ratio;

self.v_bridge = v_bridge;

self.doping_type = doping_type;

% Set default values for optional parameters

% These can be overridden once the cantilever is created

self.fluid = ’air’;

self.h_method = ’fixed’;

330 self.metal_type = ’aluminum’;

self.film_stress = ’nominal’;
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self.cantilever_type = ’none’;

self.l_a = 0;

self.t_a = 0;

self.w_a = 0;

self.w_a_active = 0;

self.d31_manual = 0;

self.l_a_gap = 0;

self.tip_mass = 0;

340 self.t_oxide = 100e-9;

self.t_electrode_bottom = 50e-9;

self.t_electrode_top = 50e-9;

self.t_a_seed = 20e-9;

self.number_of_piezoresistors = 2;

self.amplifier = ’INA103’;

self.T = 273.15 + 23; % Assume operation around 23C

self.T_ref = 273.15 + 23;

self.R_base = 10e3; % Assume R_base is about 10e3 K/W by default

self.R_contact = 170; % Assume 340 ohm total excess resistance

350 self.temperature_dependent_properties = ’no’;

self.thermal_modeling = ’none’;

end

% Helpful getter function to calculate the absolute piezoresistor length

% Units: m

function l_pr = l_pr(self)

l_pr = self.l * self.l_pr_ratio;

end

360 % Getter function for piezoresistor width

% Units: m

function w_pr = w_pr(self)

w_pr = self.w/2;

end

% Determine the ion implantation table index from the dopant type

function dopantNumber = dopantNumber(self)

switch self.doping_type
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case ’boron’

370 dopantNumber = 1;

case ’phosphorus’

dopantNumber = 2;

case ’arsenic’

dopantNumber = 3;

otherwise

fprintf(’ERROR: Unknown dopant type: %s\n’, self.doping_type);

pause

end

end

380

% Check if the cantilever is self-consistent

function check_valid_cantilever(self)

validity_checks(1) = 1;

validity_checks(2) = ~(strcmp(self.cantilever_type, ’none’) ...

&& (self.l_a > 0));

[valid, failed_index] = min(validity_checks);

if ~valid

fprintf(’ERROR: Invalid cantilever - failed check #%d\n’, failed_index);

pause

390 end

end

% Print the cantilever performance to the Matlab prompt

function print_performance(self)

self.check_valid_cantilever();

[omega_damped_hz, Q] = self.omega_damped_hz_and_Q();

[x, active_doping, total_doping] = self.doping_profile();

[TMax_approx TTip_approx] = self.approxTempRise();

400 [TMax, TTip] = self.calculateMaxAndTipTemp();

thermoLimit = self.thermo_integrated()/self.force_sensitivity();

fprintf(’=======================\n’)

fprintf(’Freq range: %f to %f \n’, self.freq_min, self.freq_max)

fprintf(’Operating fluid: %s \n’, self.fluid);
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fprintf(’Cantilever L/W/T: %f %f %f \n’, ...

self.l*1e6, self.w*1e6, self.t*1e6)

fprintf(’PR L/W: %f %f %f \n’, self.l_pr()*1e6, self.w_pr()*1e6)

fprintf(’PR Length Ratio: %g \n’, self.l_pr_ratio)

410 fprintf(’\n’)

fprintf(’Force resolution (N): %g \n’, self.force_resolution())

fprintf(’Force noise at 1 kHz (fN): %g \n’, ...

self.force_noise_density(1e3))

fprintf(’Displacement resolution (m): %g \n’, ...

self.displacement_resolution())

fprintf(’Force sensitivity (V/N) %g \n’, self.force_sensitivity())

fprintf(’Displacement sensitivity (V/m) %g \n’, ...

self.displacement_sensitivity())

fprintf(’Beta %g \n’, self.beta())

420 fprintf(’Thermomechanical force noise limit: %g \n’, thermoLimit);

fprintf(’\n’)

fprintf(’Stiffness (N/m): %g \n’, self.stiffness())

fprintf(’Vacuum freq: %f \n’, self.omega_vacuum_hz())

fprintf(’Damped freq: %f \n’, omega_damped_hz)

fprintf(’Quality factor: %f \n’, Q)

fprintf(’\n’)

fprintf(’Wheatstone bridge bias voltage: %f \n’, self.v_bridge)

fprintf(’Resistance: %f \n’, self.resistance())

fprintf(’Sheet Resistance: %f \n’, self.sheet_resistance())

430 fprintf(’Power dissipation (mW): %g \n’, self.power_dissipation()*1e3)

fprintf(’Approx. Temp Rises (C) - Tip: %f Max: %f\n’, ...

TTip_approx, TMax_approx)

fprintf(’F-D Temp Rises (C) - Tip: %f Max: %f\n’, ...

TTip, TMax)

fprintf(’\n’)

fprintf(’Integrated noise (V): %g \n’, self.integrated_noise())

fprintf(’Integrated johnson noise (V): %g \n’, self.johnson_integrated())

fprintf(’Integrated 1/f noise (V): %g \n’, self.hooge_integrated())

fprintf(’Amplifier noise (V): %g \n’, self.amplifier_integrated())

440 fprintf(’Thermomechanical noise (V): %g \n’, self.thermo_integrated())

fprintf(’\n’)

fprintf(’Johnson/Hooge: %g \n’, ...
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self.johnson_integrated()/self.hooge_integrated())

fprintf(’Knee frequency (Hz): %g \n’, self.knee_frequency())

fprintf(’Number of Carriers: %g \n’, self.number_of_carriers());

fprintf(’Nz: %g \n’, self.Nz())

fprintf(’\n’)

fprintf(’Number of silicon resistors: %f \n’, ...

self.number_of_piezoresistors)

450 fprintf(’Si Thermal Conductivity (W/m-K): %f \n’, self.k_base())

fprintf(’E (GPa): %f \n’, self.modulus()*1e-9)

fprintf(’Alpha: %g \n’, self.alpha)

switch self.cantilever_type

case ’none’

% Do nothing special

case ’step’

fprintf(’=======================\n’)

fprintf(’Step at base (um): %f thick x %f long \n’, ...

460 1e6*self.t_a, 1e6*self.l_a)

case ’thermal’

fprintf(’=======================\n’)

[tau, freq] = self.heaterTimeConstant();

fprintf(’Actuator l/W/T: %f %f %f \n’, ...

1e6*self.l_a, 1e6*self.w_a, 1e6*self.t_a)

fprintf(’Neutral axis (um): %f \n’, 1e6*self.actuatorNeutralAxis())

fprintf(’Actuator Voltage (): %f \n’, self.v_actuator)

fprintf(’Heater resistance (kOhm): %f \n’, 1e-3*self.R_heater)

fprintf(’Actuator Power (mW): %f \n’, 1e3*self.heaterPower())

470 fprintf(’Tip Deflection (nm): %f \n’, 1e9*self.tipDeflection())

fprintf(’Time Constant (microseconds): %f \n’, tau*1e6)

fprintf(’-3dB frequency (kHz): %f \n’, freq*1e-3)

case ’piezoelectric’

fprintf(’Actuator l/W/T: %f %f %f \n’, ...

1e6*self.l_a, 1e6*self.w_a, 1e6*self.t_a)

fprintf(’Neutral axis (um): %f \n’, 1e6*self.actuatorNeutralAxis())

fprintf(’Actuator Voltage (): %f \n’, self.v_actuator)

fprintf(’Tip Deflection (nm): %f \n’, 1e9*self.tipDeflectipon())

end
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480 fprintf(’=======================\n’)

end

% Tab delimited output (for Excel, etc). Optionally provide a

% file id (fid) to print the output there. print_performance_for_excel

% is overridden in subclasses to provide detailed doping output

function print_performance_for_excel(self, varargin)

varargin = varargin{1};

optargin = size(varargin, 2);

490 % Determine where to print the output

if optargin == 1

fid = varargin{1};

elseif optargin == 0

fid = 1; % Print to the stdout

else

fprintf(’ERROR: Extra optional arguments’)

end

% Calculate intermediate quantities

500 [omega_damped_hz, Q] = self.omega_damped_hz_and_Q();

[TMax, TTip] = self.calculateMaxAndTipTemp();

[TMax_approx TTip_approx] = self.approxTempRise();

thermoLimit = self.thermo_integrated()/self.force_sensitivity();

variables_to_print = [self.freq_min, self.freq_max*1e-3, ...

1e6*self.l 1e6*self.w 1e9*self.t 1e6*self.l_pr() ...

1e6*self.l_a 1e6*self.w_a 1e9*self.t_a, ...

self.force_resolution()*1e12, thermoLimit*1e12, ...

self.displacement_resolution()*1e9, self.omega_vacuum_hz()*1e-3, ...

510 omega_damped_hz*1e-3, Q, self.stiffness()*1e3, self.v_bridge, ...

self.resistance()*1e-3, self.sheet_resistance(), ...

self.power_dissipation()*1e6, TMax, TTip, TMax_approx, TTip_approx, ...

self.number_of_piezoresistors, self.effective_mass(), self.tip_mass, ...

self.force_sensitivity(), self.beta(), self.gamma(), ...

self.integrated_noise()*1e6, self.johnson_integrated()*1e6, ...

self.hooge_integrated()*1e6, self.amplifier_integrated()*1e6, ...
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self.thermo_integrated()*1e6, self.knee_frequency(), ...

self.number_of_carriers(), 1e6*self.calculateDopantTipDeflection(), ...

self.k_x(), self.modulus()*1e-9];

520

fprintf(fid, ’%s \t’, self.doping_type);

fprintf(fid, ’%s\t’, self.fluid);

fprintf(fid, ’%s\t’, self.cantilever_type);

for print_index = 1:length(variables_to_print)

fprintf(fid, ’%.4g \t’, variables_to_print(print_index));

end

end

% Calculate total resistance of piezoresistor.

530 % Units: ohms

function resistance = resistance(self)

resistance = self.number_of_squares()*self.sheet_resistance() + ...

2*self.R_contact;

end

% Calculate the number of resistor squares

% 1) Longitudinal region (2*l_pr/w_pr)

% 2) Transverse at end (air_gap_width/2*w_pr)

% 3) the connecting corners

540 % Units: squares

function number_of_squares = number_of_squares(self)

number_of_squares = 2*self.l_pr()/self.w_pr() + ...

self.air_gap_width/(2*self.w_pr()) + 2;

end

% Calculate R-R0/R0 for the cantilever including the TCR

% Used for calculating h_eff from experimental results

% Units: -

function dR = dR_with_temp_rise(self)

550 dR = self.TCR*(self.averagePRTemp() - self.T);

end

function dR = approx_dR_with_temp_rise(self)
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dR = self.TCR*(self.approxPRTemp() - self.T);

end

% Calculate conductivity for a given dopant concentration.

% Use vectors rather than looping for speed.

% Units: C/V-sec-cm

560 function sigma = conductivity(self, dopant_concentration)

switch self.temperature_dependent_properties

case ’yes’

[mu, sigma] = self.mobility(dopant_concentration, self.approxPRTemp());

case ’no’

[mu, sigma] = self.mobility(dopant_concentration, self.T);

end

end

% Calculate the temp dependent carrier density, mobility, conductivity

570 % Current: "Electron and Hole Mobility ...", Reggiani et al. (2002)

% Previously: "Modeling of Carrier Mobility ...", Masetti et al. (1983)

function [mu, sigma] = mobility(self, dopantConc, T)

Tnorm = T/300;

Eg = 1.170-(4.730e-4*T.^2)./(T+636);

ni = (2.4e31.*T.^3.*exp(-Eg./(self.k_b_eV.*T))).^.5;

switch self.doping_type

case ’boron’

mumax=470.5;

580 c=0.0;

gamma=2.16;

mu0d=90.0*Tnorm^-1.3;

mu0a=44.0*Tnorm^-0.7;

mu1d=28.2*Tnorm^-2.0;

mu1a=28.2*Tnorm^-0.8;

Cr1=1.3e18*Tnorm^2.2;

Cr2=2.45e17*Tnorm^3.1;

Cs1=1.1e18*Tnorm^6.2;

Cs2=6.1e20;

590 alpha1=.77;
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alpha2=.719;

ni=(2.4e31*T^3*exp(-1*Eg/8.617e-5/T))^.5;

p=(dopantConc./2)+((dopantConc./2).^2+ni^2).^.5;

n=ni*ni./p;

ND=n;

NA=p;

case ’phosphorus’

mumax = 1441;

c = 0.07;

600 gamma = 2.45;

mu0d = 62.2.*Tnorm.^-0.7;

mu0a = 132.*Tnorm.^-1.3;

mu1d = 48.6.*Tnorm.^-0.7;

mu1a = 73.5.*Tnorm.^-1.25;

Cr1 = 8.5e16.*Tnorm.^3.65;

Cr2 = 1.22e17.*Tnorm.^2.65;

Cs1 = 4e20;

Cs2 = 7e20;

alpha1 = .68;

610 alpha2 = .72;

n = (dopantConc./2)+((dopantConc./2).^2 + ni.^2).^.5;

p = ni.^2./n;

ND = n;

NA = p;

case ’arsenic’

mumax = 1441;

c = 0.07;

gamma = 2.45;

mu0d = 55.*Tnorm.^-0.6;

620 mu0a = 132.*Tnorm.^-1.3;

mu1d = 42.4.*Tnorm.^-0.5;

mu1a = 73.5.*Tnorm.^-1.25;

Cr1 = 8.9e16.*Tnorm.^3.65;

Cr2 = 1.22e17.*Tnorm.^2.65;

Cs1 = 2.9e20;

Cs2 = 7e20;

alpha1 = .68;
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alpha2 = .72;

n = (dopantConc./2)+((dopantConc./2).^2 + ni.^2).^.5;

630 p = ni.^2./n;

ND = n;

NA = p;

end

mu0 = (mu0d.*ND+mu0a.*NA)./(ND+NA);

mu1 = (mu1d.*ND+mu1a.*NA)./(ND+NA);

muL = mumax.*Tnorm.^(-gamma+c.*Tnorm);

second = (muL-mu0)./(1+(ND./Cr1).^alpha1 + (NA./Cr2).^alpha2);

third = mu1./(1+(ND/Cs1+NA/Cs2).^-2);

640

mu = mu0+second-third;

sigma = self.q.*(mu.*n + mu.*p);

end

% Calculate Rsheet(x) assuming temperature dependent cantilever properties

% Units: ohm/square

function [Rsheet_x] = RSheetProfile(self, x, T_x)

[z, active_doping, total_doping] = self.doping_profile();

% Units: z -> m, doping -> N/cm^3

650 n_z_x = total_doping’*ones(1, self.numXPoints);

% Generate a numZPoints x numXPoints matrix

if length(T_x) == 1

T_z_x = ones(self.numZPoints, 1)*T_x’*ones(1, self.numXPoints);

else

T_z_x = ones(self.numZPoints, 1)*T_x’;

end

[mu_z_x, sigma_z_x] = self.mobility_temp_dependent(n_z_x, T_z_x + self.T);

660 Rsheet_x = 1./trapz(z*1e2, sigma_z_x); % Convert z from m to cm

end

% The number of current carriers in the piezoresistor

% The cantilever subclass implements Nz()
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% Units: -

function number_of_carriers = number_of_carriers(self)

resistor_area = self.w_pr()*(2*self.l_pr() + self.w + self.air_gap_width);

number_of_carriers = self.Nz()*resistor_area;

end

670

% 1/f voltage power spectral density for the entire Wheatstone bridge

% Units: V^2/Hz

function hooge_PSD = hooge_PSD(self, freq)

hooge_PSD = self.alpha()*self.v_bridge^2* ...

self.number_of_piezoresistors./(4*self.number_of_carriers()*freq);

end

% Integrated 1/f noise density for the entire Wheatstone bridge

% Unit: V

680 function hooge_integrated = hooge_integrated(self)

hooge_integrated = sqrt(self.alpha()*self.v_bridge^2* ...

self.number_of_piezoresistors./(4*self.number_of_carriers())* ...

log(self.freq_max/self.freq_min));

end

% Johnson noise PSD from the entire Wheatstone bridge

% Units: V^2/Hz

function johnson_PSD = johnson_PSD(self, freq)

resistance = self.resistance(); % resistance() includes contacts

690 switch self.thermal_modeling

case ’none’

TPR = self.T; % the ambient temperature

case ’approx’

TPR = self.approxPRTemp();

case ’exact’

TPR = self.averagePRTemp();

end

resistance = resistance*(1 + TPR*self.TCR);

700 if self.number_of_piezoresistors == 4

R_external = resistance;
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else

% If we’re using 2 piezoresistors, assume ideal 1 kOhm resistors

R_external = 1e3;

end

johnson_PSD = 4*self.k_b*TPR*(resistance/2 + ...

R_external/2) * ones(1, length(freq));

end

710

% Integrated Johnson noise

% Unit: V

function johnson_integrated = johnson_integrated(self)

resistance = self.resistance();

TPR = self.approxPRTemp();

resistance = resistance*(1 + TPR*self.TCR);

if self.number_of_piezoresistors == 4

R_external = resistance;

720 else

R_external = 700;

end

johnson_integrated = sqrt(4*self.k_b*TPR*(resistance/2 + ...

R_external/2)*(self.freq_max - self.freq_min));

end

% Thermomechanical noise PSD

% Units: V^2/Hz

function thermo_PSD = thermo_PSD(self, freq)

730 [omega_damped_hz, Q_M] = self.omega_damped_hz_and_Q();

switch self.thermal_modeling

case ’none’

TPR = self.T; % the ambient temperature

case ’approx’

TPR = self.approxPRTemp();

case ’exact’

TPR = self.averagePRTemp();

end
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thermo_PSD = (self.force_sensitivity())^2*4*self.stiffness()* ...

740 self.k_b*TPR/(2*pi*omega_damped_hz*Q_M) * ones(1, length(freq));

end

% Integrated thermomechanical noise

% Unit: V

function thermo_integrated = thermo_integrated(self)

[omega_damped_hz, Q_M] = self.omega_damped_hz_and_Q();

switch self.thermal_modeling

case ’none’

TPR = self.T; % the ambient temperature

750 case ’approx’

TPR = self.approxPRTemp();

case ’exact’

TPR = self.averagePRTemp();

end

thermo_integrated = sqrt((self.force_sensitivity())^2* ...

4*self.stiffness()*self.k_b*TPR/(2*pi*omega_damped_hz*Q_M) ...

*(self.freq_max - self.freq_min));

end

760 % Accounts for displacement noise (vibrations, etc)

% Units: V

function actuator_noise_integrated = actuator_noise_integrated(self)

actuator_noise_integrated = self.rms_actuator_displacement_noise* ...

self.stiffness()*self.force_sensitivity(); % V

end

% Amplifier noise PSD

% Units: V^2/Hz

function amplifier_PSD = amplifier_PSD(self, freq)

770 switch self.amplifier

case ’INA103’

A_VJ = 1.2e-9; % 1.2 nV/rtHz noise floor

A_IJ = 2e-12; % 2 pA/rtHz noise floor

A_VF = 6e-9; % 6 nV/rtHz @ 1 Hz

A_IF = 25e-12; % 25 pA/rtHz @ 1 Hz
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case ’AD8221’

A_VJ = 8e-9;

A_IJ = 40e-15;

A_VF = 12e-9;

780 A_IF = 550e-15;

otherwise

fprintf(’ERROR: UNKNOWN AMPLIFIER’)

pause

end

R = self.resistance()/2; % Resistance seen at the amp inputs

switch self.thermal_modeling

case ’none’

TPR = self.T; % the ambient temperature

790 case ’approx’

TPR = self.approxPRTemp();

case ’exact’

TPR = self.averagePRTemp();

end

R = R*(1 + TPR*self.TCR);

amplifier_PSD = (A_VJ^2 + 2*(R*A_IJ)^2) + (A_VF^2 + 2*(R*A_IF)^2)./freq;

end

800 % Integrated amplifier noise

% Units: V

function amplifier_integrated = amplifier_integrated(self)

switch self.amplifier

case ’INA103’

A_VJ = 1.2e-9; % 1.2 nV/rtHz noise floor

A_IJ = 2e-12; % 2 pA/rtHz noise floor

A_VF = 6e-9; % 6 nV/rtHz @ 1 Hz

A_IF = 25e-12; % 25 pA/rtHz @ 1 Hz

810 case ’AD8221’

A_VJ = 8e-9;

A_IJ = 40e-15;
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A_VF = 12e-9;

A_IF = 550e-15;

otherwise

fprintf(’ERROR: UNKNOWN AMPLIFIER’)

pause

end

820 R = self.resistance()/2; % Resistance seen at the amp inputs

switch self.thermal_modeling

case ’none’

TPR = self.T; % the ambient temperature

case ’approx’

TPR = self.approxPRTemp();

case ’exact’

TPR = self.averagePRTemp();

end

R = R*(1 + TPR*self.TCR);

830

amplifier_integrated = sqrt(A_VJ^2*(self.freq_max - self.freq_min) ...

+ A_VF^2*log(self.freq_max/self.freq_min) + ...

2*(R*A_IJ)^2*(self.freq_max - self.freq_min) + ...

2*(R*A_IF)^2*log(self.freq_max/self.freq_min));

end

% Calculate the knee frequency (Hooge PSD == Johnson PSD)

% Units: Hz

function knee_frequency = knee_frequency(self)

840 knee_frequency = self.number_of_piezoresistors*self.alpha()* ...

self.v_bridge^2/(16*self.number_of_carriers()*self.k_b* ...

self.approxPRTemp()*self.resistance());

end

% Integrated cantilever noise for given bandwidth

% Pull the calculations into this function for speed (i.e. don’t

% calculate self.resistance() five separate times

% Units: V

function integrated_noise = integrated_noise(self)
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850 [omega_damped_hz, Q_M] = self.omega_damped_hz_and_Q();

resistance = self.resistance()/self.gamma();

force_sensitivity = self.force_sensitivity();

spring_constant = self.stiffness();

switch self.thermal_modeling

case ’none’

TPR = self.T; % the ambient temperature

case ’approx’

TPR = self.approxPRTemp();

case ’exact’

860 TPR = self.averagePRTemp();

end

resistance = resistance*(1 + TPR*self.TCR);

switch self.amplifier

case ’INA103’

A_VJ = 1.2e-9; % 1.2 nV/rtHz noise floor

A_IJ = 2e-12; % 2 pA/rtHz noise floor

A_VF = 6e-9; % 6 nV/rtHz @ 1 Hz

A_IF = 25e-12; % 25 pA/rtHz @ 1 Hz

case ’AD8221’

870 A_VJ = 8e-9;

A_IJ = 40e-15;

A_VF = 12e-9;

A_IF = 550e-15;

otherwise

fprintf(’ERROR: UNKNOWN AMPLIFIER’)

pause

end

actuator_noise_integrated = max(0, self.rms_actuator_displacement_noise* ...

880 spring_constant*force_sensitivity); % V

johnson_integrated = sqrt(4*self.k_b*TPR*resistance* ...

(self.freq_max - self.freq_min));

hooge_integrated = sqrt(self.alpha()*self.v_bridge^2* ...

self.number_of_piezoresistors./(4*self.number_of_carriers()) ...

*log(self.freq_max/self.freq_min));

thermo_integrated = sqrt(force_sensitivity^2*4*spring_constant* ...
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self.k_b*TPR/(2*pi*omega_damped_hz*Q_M)*(self.freq_max - self.freq_min));

amplifier_integrated = sqrt(A_VJ^2*(self.freq_max - self.freq_min) + ...

A_VF^2*log(self.freq_max/self.freq_min) + 2*(resistance/2*A_IJ)^2* ...

890 (self.freq_max - self.freq_min) + 2*(resistance/2*A_IF)^2* ...

log(self.freq_max/self.freq_min));

integrated_noise = sqrt(actuator_noise_integrated^2 + ...

johnson_integrated^2 + hooge_integrated^2 + thermo_integrated^2 ...

+ amplifier_integrated^2);

end

% Calculate the noise in V/rtHz at a given frequency

function voltage_noise = voltage_noise(self, freq)

voltage_noise = sqrt(self.johnson_PSD(freq) + self.hooge_PSD(freq) + ...

900 self.thermo_PSD(freq) + self.amplifier_PSD(freq));

end

function f_min_cumulative = f_min_cumulative(self)

frequency = logspace(log10(self.freq_min), log10(self.freq_max), ...

cantilever.numFrequencyPoints);

noise = self.voltage_noise(frequency);

sensitivity = self.force_sensitivity();

force_noise_density = noise./sensitivity;

f_min_cumulative = sqrt(cumtrapz(frequency, force_noise_density.^2));

910 end

% Piezoresistance factor

% Accounts for dopant concentration dependent piezoresistivity in silicon

% Source: "Piezoresistance in p-type silicon revisited", Richter et al.

function P = piezoresistance_factor(self, dopant_concentration)

Nb = 6e19;

Nc = 7e20;

richter_alpha = 0.43;

920 richter_gamma = 1.6;

richter_beta = 0.1;

richter_eta = 3;

richter_theta = 0.9;
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T0 = 300;

switch self.thermal_modeling

case ’none’

average_PR_temp = self.T; % the ambient temperature

case ’approx’

930 average_PR_temp = self.approxPRTemp();

case ’exact’

average_PR_temp = self.averagePRTemp();

end

Theta = average_PR_temp/T0;

P = Theta^-richter_theta*(1 + Theta^-richter_beta* ...

(dopant_concentration/Nb).^richter_alpha + Theta^-richter_eta* ...

(dopant_concentration/Nc).^richter_gamma).^-1;

end

940

% Low concentration longitudinal piezoresistance coefficient

% Units: 1/Pa

function max_factor = max_piezoresistance_factor(self)

switch self.doping_type

case ’boron’

max_factor = 72e-11; % 110 direction

case ’phosphorus’

max_factor = 103e-11; % 100 direction

case ’arsenic’

950 max_factor = 103e-11; % 100 direction

end

end

% Calculate the sensitivity factor (beta*)

% Accounts for finite piezoresistor thickness

% Units: None

function beta = beta(self)

[z, active_doping, total_doping] = self.doping_profile();

960 % Shift axis so that z vaies from [-t/2, t/2] and m -> cm
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z = (self.t/2 - z)*1e2;

switch self.temperature_dependent_properties

case ’yes’

[mu, sigma] = self.mobility(active_doping, self.approxPRTemp());

case ’no’

[mu, sigma] = self.mobility(active_doping, self.T);

end

P = self.piezoresistance_factor(active_doping);

970 numerator = trapz(z, sigma.*P.*z);

denominator = trapz(z, sigma);

beta = 2*numerator/(self.t*1e2*denominator); % t: m -> cm

% For optimization, ensure that beta doesn’t become negative

beta = max(beta, 1e-6);

end

% Ratio of piezoresistor resistance to total resistance (< 1)

function gamma = gamma(self)

980 R = self.resistance();

gamma = R/(R + 2*self.R_contact);

end

% Calculate the force sensitivity (V/N) for the 1/4-active Wheatstone bridge

% Includes the transverse portion at the end of the piezoresistive loop

% Units: V/N

function force_sensitivity = force_sensitivity(self)

% For speed: precompute these parameters

990 betaStar = self.beta();

Rs = self.sheet_resistance();

wheatstone_bridge_sensitivity = self.v_bridge/4;

piMax = self.max_piezoresistance_factor();

gamma = self.gamma();

R = self.resistance();

l_pr = self.l_pr();

w_pr = self.w_pr();



512 APPENDIX H. CODE

% Pick the relative transverse PR coefficient for the doping type

1000 switch self.doping_type

case ’boron’

transverse_factor = -1;

case {’phosphorus’, ’arsenic’}

transverse_factor = -.5;

end

% Average length from the base to the piezoresistor centroid

longitudinal_l_avg = self.l - l_pr/2;

transverse_l_avg = self.l - l_pr;

1010

% Stress prefactor

stress_prefactor = 6*piMax/(self.w*self.t^2)*betaStar*gamma;

% Calculate the longitudinal and transverse resistances

% Assume that the transverse width is 2x the PR width

R_longitudinal = 2*Rs*l_pr/w_pr;

R_transverse = Rs*self.air_gap_width/(2*w_pr);

% Calculate deltaR values

1020 longitudinal_deltaR = stress_prefactor*longitudinal_l_avg*R_longitudinal;

transverse_deltaR = stress_prefactor*transverse_factor* ...

transverse_l_avg*R_transverse;

deltaR_R = (longitudinal_deltaR + transverse_deltaR)/R;

force_sensitivity = deltaR_R*wheatstone_bridge_sensitivity;

% Compare with the sensitivity excluding the transverse effect

% (i.e. the simple formula that we usually include in papers)

force_sensitivity_no_transverse_effect = 3*(self.l - l_pr/2)* ...

1030 piMax/(2*self.w*self.t^2)*betaStar*gamma*self.v_bridge;

end

% Calculate the input referred surface stress sensitivity

% Units: V/Pa
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function stress_sensitivity = surface_stress_sensitivity(self)

% Pick the relative transverse PR coefficient for the doping type

switch self.doping_type

case ’boron’

1040 longitudinal_factor = 1;

transverse_factor = -1;

case {’phosphorus’, ’arsenic’}

longitudinal_factor = 1;

transverse_factor = -.5;

end

% The longitudinal and transverse stress is equal everywhere

sensitivity_factor = abs(longitudinal_factor + transverse_factor);

stress_sensitivity = 9*sensitivity_factor* ...

1050 self.max_piezoresistance_factor()*self.beta()*self.gamma()* ...

self.v_bridge/(16*self.t);

end

% Calculate the input referred displacement sensitivity

% Units: V/m

function displacement_sensitivity = displacement_sensitivity(self)

displacement_sensitivity = self.force_sensitivity()*self.stiffness();

end

1060 % Power dissipation in the cantilever

% Units: W

function power_dissipation = power_dissipation(self)

power_dissipation = (self.v_bridge/2)^2/self.resistance();

end

% Tip and maximum temperatures from the F-D model

% Units: K

function [TMax, TTip] = calculateMaxAndTipTemp(self)

[tmp, Q, temp] = self.calculateTempProfile();

1070 TMax = max(temp);

TTip = temp(end);
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end

% Calculate the approximate PR temperature

% Units: K

function TPR = approxPRTemp(self)

[TMax TTip] = self.approxTempRise();

TPR = self.T + TMax/2;

end

1080

% Calculate the exact average PR temperature

% Units: K

function TPR = averagePRTemp(self)

switch self.temperature_dependent_properties

case ’yes’

[x, Q, temp] = self.calculateTempProfileTempDependent();

case ’no’

[x, Q, temp] = self.calculateTempProfile();

end

1090 pr_indices = intersect(find(x >= self.l_a), ...

find(x <= (self.l_a + self.l_pr())));

TPR = self.T + mean(temp(pr_indices));

end

% Calculate the temperature at the base of the PR

% Useful for the designing combined sensors/actuators

% Units: K

function TBase = tempRiseAtPRBase(self)

[x, Q, temp] = self.calculateTempProfile();

1100 base_index = find(x >= self.l_a, 1);

TBase = temp(base_index);

end

% Calculate the maximum piezoresistor temperature

% Units: K

function TPR = maxPRTemp(self)

[x, Q, temp] = self.calculateTempProfile();

pr_indices = intersect(find(x >= self.l_a), ...
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find(x <= (self.l_a + self.l_pr())));

1110 TPR = max(temp(pr_indices));

end

% Calculate the average temperature increase of the actuator

% Use for calculating A_XK (nm/K) for the thermal actuators

% Units: K

function TActuator = averageActuatorDeltaTemp(self)

[x, Q, temp] = self.calculateTempProfile();

actuator_indices = x <= (self.l_a);

TActuator = mean(temp(actuator_indices));

1120 end

% Calculate the temp change of the PR in response to thermal actuation

% Units: K

function PRTempDelta = thermalCrosstalk(self)

temp_hot = self.averagePRTemp();

v_actuator_temp = self.v_actuator;

self.v_actuator = 0;

temp_cold = self.averagePRTemp();

self.v_actuator = v_actuator_temp; %#ok<*MCHV2>

1130 PRTempDelta = temp_hot - temp_cold;

end

% Calculate the approx max and tip temperatures using lumped modeling

% Useful for quickly approximating the important temperatures

% Units: K

function [TMax TTip] = approxTempRiseAnalytical(self)

k_c = self.k_base();

R_conduction_pr = self.l_pr()/(2*self.w*self.t*k_c);

TMax = self.power_dissipation()*R_total;

1140 [l_healing, tmp] = thermalHealingLengths(self);

TTip = TMax_analytical*exp(-(self.l - 2/3*self.l_pr())/l_healing);

end

% Approximate temperature modeling via a circuit model

% Much faster than the F-D model and slightly more accurate than the
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% lumped parameter model

% Units: K

function [TMax TTip] = approxTempRise(self)

h = self.lookupHeff();

1150 k_c = self.k_base();

l_pr = self.l_pr();

W = self.power_dissipation();

% Model the system as current sources (PR or heater) and resistors

[E_metal, rho_metal, k_metal, alpha_metal] = self.lookup_metal_properties();

switch self.cantilever_type

case ’none’

switch self.fluid

1160 case ’vacuum’

R_conduction_pr = l_pr/(2*self.w*self.t*k_c) + self.R_base;

TMax = W*R_conduction_pr;

TTip = TMax;

otherwise

R_conduction_pr = l_pr/(2*self.w*self.t*k_c) + self.R_base;

R_convection_pr = 1/(2*h*l_pr*(self.w + self.t));

R_conduction_tip = (self.l - l_pr)/(2*self.w*self.t*k_c);

R_convection_tip = 1/(2*h*(self.l-l_pr)*(self.w + self.t));

R_total = 1/(1/R_conduction_pr + 1/R_convection_pr + ...

1170 1/(R_conduction_tip + R_convection_tip));

TMax = W*R_total;

TTip = W*R_total/(R_conduction_tip + ...

R_convection_tip)*R_convection_tip;

end

case ’step’

R_conduction_pr = l_pr/(2*self.w*self.t*k_c) + ...

self.l_a/(self.w_a*(self.t*k_c + self.t_a*k_metal)) + ...

self.R_base;

1180 R_convection_pr = 1/(2*h*(l_pr+self.l_a)*(self.w + self.t));

R_conduction_tip = (self.l - l_pr)/(2*self.w*self.t*k_c);

R_convection_tip = 1/(2*h*(self.l-l_pr)*(self.w + self.t));
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R_total = 1/(1/R_conduction_pr + 1/R_convection_pr + ...

1/(R_conduction_tip + R_convection_tip));

TMax = W*R_total;

TTip = W*R_total/(R_conduction_tip + ...

R_convection_tip)*R_convection_tip;

case ’piezoelectric’

1190 R_conduction_pr = l_pr/(2*self.w*self.t*k_c) + ...

self.l_a/(self.w_a*(k_c*self.t + self.k_aln*(self.t_a + ...

self.t_a_seed) + k_metal*(self.t_electrode_bottom + ...

self.t_electrode_top))) + self.R_base;

R_convection_pr = 1/(2*h*l_pr*(self.w + self.t));

R_conduction_tip = (self.l - l_pr)/(2*self.w*self.t*k_c);

R_convection_tip = 1/(2*h*(self.l-l_pr)*(self.w + self.t));

R_total = 1/(1/R_conduction_pr + 1/R_convection_pr + ...

1/(R_conduction_tip + R_convection_tip));

1200 TMax = W*R_total;

TTip = W*R_total/(R_conduction_tip + ...

R_convection_tip)*R_convection_tip;

case ’thermal’

R_conduction_pr = l_pr/(2*self.w*self.t*k_c) + ...

self.l_a/(self.w_a*(self.t*k_c + self.t_a*k_metal));

R_convection_pr = 1/(2*h*l_pr*(self.w + self.t));

R_conduction_tip = (self.l - l_pr)/(2*self.w*self.t*k_c);

R_convection_tip = 1/(2*h*(self.l-l_pr)*(self.w + self.t));

R_conduction_heater = self.l_a/(2*self.w_a*(self.t*k_c + ...

1210 self.t_a*k_metal));

R_convection_heater = 1/(2*h*self.l_a*(self.w_a + self.t_a));

R_total = 1/(1/(R_conduction_pr + 1/(1/R_convection_heater + ...

1/R_conduction_heater)) + 1/R_convection_pr + ...

1/(R_conduction_tip + R_convection_tip));

T_heater = W/(1/R_convection_heater + ...

1/R_conduction_heater);

TMaxDivider = 1/(1/R_convection_pr + 1/(R_conduction_tip + ...

R_convection_tip)) / (R_conduction_pr + 1/(1/R_convection_pr + ...
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1220 1/(R_conduction_tip + R_convection_tip)));

TTipDivider = R_convection_tip/(R_convection_tip + R_conduction_tip);

TMax = T_heater*TMaxDivider + W*R_total;

TTip = T_heater*TMaxDivider*TTipDivider + ...

W*R_total/(R_conduction_tip + ...

R_convection_tip)*R_convection_tip;

end

end

% Calculate the approx thermal healing lengths for the cantilever

1230 % Units: m

function [l_healing_cantilever, l_healing_step] = thermalHealingLengths(self)

A = self.w*self.t;

P = 2*(self.w + self.t);

h = self.lookupHeff();

k_c = self.k_base();

l_healing_cantilever = sqrt(k_c*A/h/P);

[E_metal, rho_metal, k_metal, alpha_metal] = self.lookup_metal_properties();

1240 l_healing_step = 0;

switch self.cantilever_type

case {’step’, ’thermal’}

l_healing_step = sqrt(self.w_a*(k_c*self.t + ...

self.k_sio2*self.t_oxide + k_metal*self.t_a)/ ...

(2*(self.w_a+self.t+self.t_a)*h));

case ’piezoelectric’

l_healing_step = sqrt(self.w_a*(k_c*self.t + ...

self.k_sio2*self.t_oxide + self.k_aln*(self.t_a + self.t_a_seed) + ...

k_metal*(self.t_electrode_bottom + self.t_electrode_top)) / ...

1250 (2*(self.w_a+self.t+self.t_a)*h));

end

end

% Model the temp profile from Joule heating via finite differences

% Assumes convection to ambient, adiabatic tip, and R_base to the

% silicon die which is clamped at the ambient temperature
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function [x, Q, T_increase] = calculateTempProfile(self, varargin)

% There are several ways to call calculateTempProfile()

1260 % No arguments: temperature independent solution

% One argument (legacy): temp-dependent thermal conductivity

% Two arguments: temp-dependent sheet resistance and conductivity

switch length(varargin)

case 0

k_c = self.k_base();

Rsheet = self.sheet_resistance();

k_x = ones(1, self.numXPoints)*k_c;

Rsheet_x = ones(1, self.numXPoints)*Rsheet;

case 1

1270 k_x = varargin{1};

Rsheet = self.sheet_resistance();

Rsheet_x = ones(1, self.numXPoints)*Rsheet;

case 2

k_x = varargin{1};

Rsheet_x = varargin{2};

end

% Discretize the length of the cantilever

n_points = self.numXPoints;

1280 totalLength = self.l + self.l_a;

dx = totalLength/(n_points - 1);

x = 0:dx:totalLength;

% Determine the step and PR indices

step_indices = find(x <= self.l_a);

actuator_indices = find(x <= (self.l_a - self.l_a_gap));

cantilever_indices = find(x > self.l_a);

pr_indices = intersect(cantilever_indices, ...

find(x < (self.l_a + self.l_pr())));

1290

% Calculate Qgen_x differently depending on our temperature range

switch self.temperature_dependent_properties

% Calculate Qgen(x) considering temperature dependent sheet resistance
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% This method does not converge quickly for design optimization,

% so is best used for modeling

case ’yes’

index_range = x <= self.l_pr();

R_x = 2*Rsheet_x(index_range)/self.w_pr();

R_calc = 2*trapz(x(index_range), Rsheet_x(index_range)/self.w_pr());

1300 I_calc = (self.v_bridge/2)/R_calc;

Qgen_x = I_calc^2*R_x;

% Assume power/length is constant along the piezoresistor length

% This method works well for modeling near the ambient

% temperature and for design optimization

% Note: calculate Qgen_x based upon the actual lengths

% to avoid discretization errors (line 2 here is very important)

case ’no’

power = (self.v_bridge/2)^2/self.resistance();

1310 Qgen_x = power/(x(pr_indices(end)) - x(pr_indices(1)))*ones(length(x),1);

end

% Setup other variables

tempAmbient = self.T;

h = self.lookupHeff();

[E_metal, rho_metal, k_metal, alpha_metal] = self.lookup_metal_properties();

K = self.w.*k_x’.*self.t.*ones(n_points, 1);

perimeter = 2*(self.w + self.t)*ones(n_points, 1);

Q = zeros(n_points, 1);

1320 Q(pr_indices) = Qgen_x(pr_indices);

% Build K (area*k_c) and P

switch self.cantilever_type

case ’none’

case ’step’

K(step_indices) = self.w_a.*(k_x(step_indices)*self.t ...

+ k_metal*self.t_a);

perimeter(step_indices) = 2*(self.w_a + self.t_a);

case ’thermal’

1330 Qheater = self.heaterPower()/(x(actuator_indices(end)) - ...
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x(actuator_indices(1)));

Q(actuator_indices) = Qheater;

K(step_indices) = self.w_a*(k_x(step_indices)*self.t + ...

self.t_oxide*self.k_sio2 + k_metal*self.t_a);

perimeter(step_indices) = 2*(self.w_a + self.t_a);

case ’piezoelectric’

K(step_indices) = self.w_a*(k_x(step_indices)*self.t + ...

self.k_aln*(self.t_a + self.t_a_seed) + self.t_oxide*self.k_sio2 + ...

k_metal*(self.t_electrode_top + self.t_electrode_bottom));

1340 perimeter(step_indices) = 2*(self.w_a + self.t_a);

end

% Build A and RHS matrices

A = zeros(n_points, n_points);

rhs = zeros(n_points, 1);

for ii = 2:n_points-1

A(ii, ii-1) = -K(ii-1)/dx^2;

A(ii, ii) = (K(ii-1) + K(ii+1))/dx^2 + h*perimeter(ii);

A(ii, ii+1) = -K(ii+1)/dx^2;

1350 rhs(ii, 1) = Q(ii) + h*perimeter(ii)*tempAmbient;

end

A(n_points, n_points-1:n_points) = [1 -1]; % Adiabatic at tip

A = sparse(A); % Leads to a significant speed improvement

% Properly handle R_base

A(1, 1) = -1-self.R_base*K(1)/dx;

A(1, 2) = self.R_base*K(1)/dx;

rhs(1, 1) = -self.T;

1360 T_absolute = A \ rhs;

T_increase = T_absolute - tempAmbient;

end

% Model the temperature profile of a tip-heated cantilever

% via finite differences. Intended for modeling cantilever heating

% during laser doppler vibrometer or AFM measurements.

% For optical heating applications the user needs to account for
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% reflections and limited silicon absorption.

% Assumptions:

1370 % 1) Piezoresistor is turned off

% 2) Temperature-independent material properties

% 3) Beam intensity is constant over the beam diameter

% 4) Accounts for the spot size being smaller/larger than the beam

% 5) Spot size = spot diameter

% Assumes temperature-independent properties for simplicity

% Input parameters:

% inputPower (W): power input to the cantilever

% spotSize (m): length back from the tip over which the power is spread

%

1380 % Note: most of the code is reused from above

function [x, Q, T_increase] = calculateTempProfileTipHeat(self, ...

inputPower, spotSize)

k_c = self.k_base();

k_x = ones(1, self.numXPoints)*k_c;

n_points = self.numXPoints;

totalLength = self.l + self.l_a;

dx = totalLength/(n_points - 1);

x = 0:dx:totalLength;

1390 step_indices = find(x <= self.l_a);

actuator_indices = find(x <= (self.l_a - self.l_a_gap));

cantilever_indices = find(x > self.l_a);

pr_indices = intersect(cantilever_indices, ...

find(x < (self.l_a + self.l_pr())));

% Calculate the input power at the tip.

% Accounts for some fraction of the beam missing the cantilever

% if the cantilever width is comparable to the beam diameter

% Assumes the center is aimed at the tip

1400 Q = zeros(n_points, 1);

fractionAbsorbed = min((spotSize/2)*self.w/(pi*(spotSize/2)^2), 1);

Q(x > (self.l - spotSize)) = fractionAbsorbed*inputPower/spotSize;

tempAmbient = self.T;
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h = self.lookupHeff();

[E_metal, rho_metal, k_metal, alpha_metal] = self.lookup_metal_properties();

K = self.w.*k_x’.*self.t.*ones(n_points, 1);

perimeter = 2*(self.w + self.t)*ones(n_points, 1);

1410 switch self.cantilever_type

case ’none’

case ’step’

K(step_indices) = self.w_a.*(k_x(step_indices)*self.t + ...

k_metal*self.t_a);

perimeter(step_indices) = 2*(self.w_a + self.t_a);

case ’thermal’

Qheater = self.heaterPower()/(x(actuator_indices(end)) - ...

x(actuator_indices(1)));

Q(actuator_indices) = Qheater;

1420 K(step_indices) = self.w_a_active*(k_x(step_indices)*self.t + ...

self.t_oxide*self.k_sio2 + k_metal*self.t_a);

perimeter(step_indices) = 2*(self.w_a + self.t_a);

case ’piezoelectric’

K(step_indices) = self.w_a*(k_x(step_indices)*self.t + ...

self.k_aln*(self.t_a + self.t_a_seed) + self.t_oxide*self.k_sio2 + ...

k_metal*(self.t_electrode_top + self.t_electrode_bottom));

perimeter(step_indices) = 2*(self.w_a + self.t_a);

end

1430 A = zeros(n_points, n_points);

rhs = zeros(n_points, 1);

for ii = 2:n_points-1

A(ii, ii-1) = -K(ii-1)/dx^2;

A(ii, ii) = (K(ii-1) + K(ii+1))/dx^2 + h*perimeter(ii);

A(ii, ii+1) = -K(ii+1)/dx^2;

rhs(ii, 1) = Q(ii) + h*perimeter(ii)*tempAmbient;

end

A(n_points, n_points-1:n_points) = [1 -1];

A = sparse(A);

1440 A(1, 1) = -1-self.R_base*K(1)/dx;

A(1, 2) = self.R_base*K(1)/dx;
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rhs(1, 1) = -self.T;

T_absolute = A \ rhs;

T_increase = T_absolute - tempAmbient;

end

% Calculate the temp profile accounting for k(T) and R_s(T)

% If temperature_dependent_properties is set to ’yes’ then this

1450 % function should be called correctly. The temperature dependent option

% is much slower than its temperature independent equivalent.

function [x, Q, T_final] = calculateTempProfileTempDependent(self)

% Iterative calculate the temperature distribution and k(x)

% Initialize k(x) solver with our initial guess

% This approach is required because the system is nonlinear

[x, Q, T_initial] = self.calculateTempProfile();

T_current = T_initial;

residual = 1;

1460

while residual > 1e-6

absoluteTemp = T_current + self.T;

% Calculate k_si and Rsheet from the current temperature guess

[x, z, k_z_x] = self.thermal_conductivity_profile(absoluteTemp);

k_x = mean(k_z_x, 1); % Average k for a cross-section

Rsheet_x = self.RSheetProfile(x, T_current);

% Scale the resistance so that it matches our nominal value

1470 % This choice is geared towards modeling experimental results

R_nominal = self.resistance();

x_resistor = x(x <= self.l_pr());

Rsheet_resistor = Rsheet_x(x <= self.l_pr());

R_calc = 2*trapz(x_resistor, Rsheet_resistor/self.w_pr()) + ...

3.4*Rsheet_resistor(end) + 2*self.R_contact;

Rsheet_x = Rsheet_x * (R_nominal/R_calc); % Scale

% Update the temperature guess using k_x, Rsheet_x



H.2. OPTIMIZATION CODE 525

[x, Q, T_new] = self.calculateTempProfile(k_x, Rsheet_x);

1480

residual = sum((T_new - T_current).^2);

T_current = T_new;

end

T_final = T_current;

end

% Calculate the approximate thermal conductivity of the cantilever

% Units: W/m-K

function k_base = k_base(self)

1490 k_x = self.k_x();

k_base = k_x(1);

end

% Calculate k(x) as a function of cantilever thickness

% Units: W/m-K

function k_effective = k_x(self) %#ok<*MANU>

switch self.thermal_modeling

case {’none’, ’approx’}

% Model from Asheghi (1997)

1500 t0 = 120e-9;

k_effective = self.k_si*self.t./(t0 + self.t);

case ’exact’

[x, z, k] = self.thermal_conductivity_profile(self.T);

k_effective = mean(k);

end

end

% Calculate k(x,z) using a temp/thickness dependent model

% Source: "Modeling and Data for Thermal Conductivity ...", Liu et al, 2006.

1510 % Units: W/m-K

function [x, z, k] = thermal_conductivity_profile(self, T)

% Phonon Group velocities (m/sec)

nu_T = 5860;

nu_TU = 2000;

nu_L = 8480;
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% Density of state coefficients

C_T = self.k_b/(2*pi^2*nu_T)*(self.k_b/self.h_bar)^3;

C_TU = self.k_b/(2*pi^2*nu_TU)*(self.k_b/self.h_bar)^3;

1520 C_L = self.k_b/(2*pi^2*nu_L)*(self.k_b/self.h_bar)^3;

% Debye tempratures

theta_1 = 180; %K

theta_2 = 210; %K

theta_3 = 570; %K

% Phonon specific heat/volume

c_TU = 7.5e5; % J/m^3-K

c_L = 3.2e5; % J/m^3-K

1530

% Other Constants

B_T = 9.3e-13; % 1/K^3

B_TU = 5.5e-18; % s

B_L = 2e-24; % s/K

beta_TU = B_TU*(self.k_b/self.h_bar)^2; % 1/s-K^2

beta_L = B_L*(self.k_b/self.h_bar)^2; % 1/s-K^3

beta_T = B_T*(self.k_b/self.h_bar); % 1/s-K^4

% Phonon frequencies

1540 omega_2 = self.k_b/self.h_bar*theta_2;

omega_3 = self.k_b/self.h_bar*theta_3;

% Crystal lattice parameters

Gamma = 2.1e-4; % computed from isotopes

nu_s = (1/3*(nu_L^-1 + 2*nu_T^-1))^-1; % Speed of sound

R_si = 5.4e-10; %m - radius of the silicon host atom

V_si = (R_si/2)^3; % m^3 - silicon lattice volume

M_si = 4.59e-26; % kg - mass of silicon host atom

1550 A_isotopes = Gamma*V_si/(4*pi*nu_s^3);

% Other constants
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Q = 4.2; % Constant scattering matrix parameter

gamma = 1.6; % Gruneisen parameter

psi = 3.5; % Modification factor to account for inconsistency of the Si

% Phonon mean free paths in nearly pure bulk silicon

function lambda_TU = lambda_TU(T)

lambda_TU = C_TU*(theta_2^2-theta_1^2)./(2*nu_TU*c_TU*beta_TU.*T);

1560 end

function lambda_L = lambda_L(T)

lambda_L = C_L*theta_3./(nu_L*c_L*beta_L*T.^3);

end

% Phonon mean free paths including thermal vibrations

function lambda_TU_HT = lambda_TU_HT(T)

lambda_TU_HT = (1./lambda_TU(T) + ...

1/(nu_TU*(A_isotopes*omega_2^4)^-1)).^-1;

1570 end

function lambda_L_HT = lambda_L_HT(T)

lambda_L_HT = (1./lambda_L(T) + ...

1/(nu_L*(A_isotopes*omega_3^4)^-1)).^-1;

end

% Contribution to thermal conductivity from phonon modes

function k_D_layer_TU_HT = k_D_layer_TU_HT(T, d, n, dM, dR)

A = 1./lambda_TU_HT(T) + ...

1580 1./(nu_TU*((n*V_si^2./(4*pi*nu_s^3).*(dM/M_si)^2 + ...

2*n*V_si^2*Q^2*gamma^2./(pi*nu_s^3)*(dR/R_si)^2)*omega_2^4).^-1);

k_D_layer_TU_HT = 2/3.*c_TU.*nu_TU.*A.^-1.*(1+3./(8*d./(A.^-1*psi))).^-1;

end

function k_D_layer_L_HT = k_D_layer_L_HT(T, d, n, dM, dR)

A = 1./lambda_L_HT(T) + ...

1./(nu_L*((n*V_si^2/(4*pi*nu_s^3).*(dM/M_si)^2 + ...

2.*n*V_si^2*Q^2*gamma^2./(pi*nu_s^3)*(dR/R_si)^2)*omega_3^4).^-1);

k_D_layer_L_HT = 1/3.*c_L.*nu_L.*A.^-1.*(1+3./(8*d./(A.^-1*psi))).^-1;
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1590 end

function k_D_layer_HT = k_D_layer_HT(T, d, n, dM, dR)

n = n*1e6; % Convert from 1/cc to 1/m^3

k_D_layer_HT = k_D_layer_L_HT(T, d, n, dM, dR) + ...

k_D_layer_TU_HT(T, d, n, dM, dR);

end

% Doping constants

switch self.doping_type

1600 case ’arsenic’

fprintf(’ERROR: Arsenic dM and dR values not included’);

pause

case ’boron’

dM = 18*1.673e-27;

dR = 0.175e-10;

case ’phosphorus’

dM = 3*1.673e-27;

dR = 0.175e-10;

end

1610

% Vector calculation of thermal conductivity

% Roughly 10x faster than iterative calculation!

[z, active_doping, total_doping] = self.doping_profile();

x = linspace(0, self.l, self.numXPoints);

% let dim(T) and dim(total_doping) be numZPoints x numXPoints

n_matrix = total_doping’*ones(1, self.numXPoints);

if length(T) == 1

T_matrix = ones(self.numZPoints, 1)*T’*ones(1, self.numXPoints);

1620 else

T_matrix = ones(self.numZPoints, 1)*T’;

end

k = k_D_layer_HT(T_matrix, self.t, n_matrix, dM, dR);

end
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% ====== Calculate resolution ======

function force_resolution = force_resolution(self)

force_resolution = self.integrated_noise()/self.force_sensitivity();

1630 end

function force_resolution = thermomechanical_force_noise(self)

force_resolution = self.thermo_integrated()/self.force_sensitivity();

end

function displacement_resolution = displacement_resolution(self)

displacement_resolution = self.force_resolution()/self.stiffness();

end

1640 function force_noise_density = force_noise_density(self, freq)

force_noise_density = self.voltage_noise(freq)/self.force_sensitivity();

end

function force_noise_density = resonant_force_noise_density(self)

[omega_damped_hz, Q] = self.omega_damped_hz_and_Q(); %#ok<*NASGU>

freq = omega_damped_hz;

force_noise_density = self.force_noise_density(freq)*1e15;

end

1650 function surface_stress_resolution = surface_stress_resolution(self)

surface_stress_resolution = self.integrated_noise()/ ...

self.surface_stress_sensitivity();

end

% ====== Multilayer beam mechanics and actuation ======

% Calculate the cantilever curvature per unit applied moment

1660 function Cm = calculateActuatorNormalizedCurvature(self)

Zm = self.actuatorNeutralAxis();

[z, E, A, I] = self.lookupActuatorMechanics();

Z_offset = z - Zm;
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Cm = 1./sum(E.*(I + A.*Z_offset.^2));

end

% Calculate the thickness of silicon required to have the same EI

% as the actuator/step at the base

function t_equivalent = calculateEquivalentThickness(self)

1670 function residual_squared = findEIResidual(t_equivalent_guess)

EI_calculated = self.modulus()*self.w_a*t_equivalent_guess^3/12;

residual_squared = (EI_effective/EI_calculated - 1)^2;

end

EI_effective = 1/self.calculateActuatorNormalizedCurvature();

options = optimset(’TolX’, 1e-12, ’TolFun’, 1e-12, ’Display’, ’off’);

t_equivalent = fminbnd(@findEIResidual, self.t/100, self.t*100, options);

end

1680 function Zm = actuatorNeutralAxis(self)

[z, E, A, I] = self.lookupActuatorMechanics();

Zm = sum(z.*E.*A)/sum(E.*A);

end

function d31 = d31(self)

if self.d31_manual == 0

d31 = interp1(self.d31_t, self.d31_aln, self.t_a, ’spline’);

else

d31 = self.d31_manual;

1690 end

end

function [x, deflection] = calculateDeflection(self)

n_points = self.numXPoints;

totalLength = self.l + self.l_a;

dx = totalLength/(n_points - 1);

x = 0:dx:totalLength;

M = 0; % external moment is zero

1700 P = 0; % external load is zero
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[z, E, A, I] = self.lookupActuatorMechanics();

stress = self.calculateActuatorStress();

% Calculate the curvature and neutral axis

% The curvature may vary as a function of position (e.g. thermal)

% so calculate the deflection by integrating the curvature twice

C = zeros(length(x), 1);

1710 % Calculate the curvature, C along the cantilever length

for ii = 1:length(x)

C(ii) = -((M - sum(z.*A.*stress(ii,:)))*sum(E.*A) + ...

(P + sum(A.*stress(ii,:)))*sum(E.*z.*A))/ ...

(sum(E.*A)*sum(E.*(I+A.*z.^2)) - sum(z.*E.*A)^2);

end

% No curvature beyond the end of the actuator

% i.e. no dopant bending included in this calculation

C(x > self.l_a) = 0;

1720

% Calculate the deflection from the curvature by integrating

theta = cumtrapz(x, C);

deflection = cumtrapz(x, tan(theta));

end

% Calculate the stress as a function along the actuator length

function stress = calculateActuatorStress(self)

[z, E, A, I] = self.lookupActuatorMechanics(); %#ok<*ASGLU>

[E_metal, rho_metal, k_metal, alpha_metal] = self.lookup_metal_properties();

1730 [x_temp, Q, temp] = self.calculateTempProfile();

temp = temp + self.T; % Use absolute temperature for these calculations

intrinsic_stress = ones(self.numXPoints, 1)*self.film_intrinsic_stress();

intrinsic_stress(x_temp > self.l_a, :) = 0;

switch self.cantilever_type

case {’step’, ’thermal’}
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cte = [self.alpha_si self.alpha_sio2 alpha_metal];

thermal_stress = (temp-self.T_ref).*ones(self.numXPoints,1)*(cte.*E);

1740 thermal_stress(x_temp > self.l_a, 2:3) = 0;

piezoelectric_stress = zeros(self.numXPoints, 3);

case ’piezoelectric’

cte = [self.alpha_si self.alpha_sio2 self.alpha_aln ...

alpha_metal self.alpha_aln alpha_metal];

thermal_stress = (temp-self.T_ref).*ones(self.numXPoints,1)*(cte.*E);

thermal_stress(x_temp > self.l_a, 2:6) = 0;

% Calculate the piezoelectric stress

1750 % The seed electric field will vary depending on

E_field = [0 0 0 0 self.v_actuator/self.t_a 0]’;

d31 = [0 0 0 0 self.d31() 0]’;

piezoelectric_stress = ones(self.numXPoints,1)*E*d31*E_field’;

piezoelectric_stress(x_temp > self.l_a - self.l_a_gap, :) = 0;

end

% Scale the stress by the active width of the device

stress = intrinsic_stress + thermal_stress + ...

1760 self.w_a_active/self.w_a*piezoelectric_stress;

end

function [mu_z sigma_z] = tip_deflection_distribution(self)

v_actuator_temp = self.v_actuator;

self.v_actuator = 0;

self.film_stress = ’random’;

for ii = 1:cantilever.numRandomStressIterations

[x_ii, z_ii] = self.calculateDeflection();

1770 x = x_ii;

z(:, ii) = z_ii;

z_tip(ii) = self.tipDeflection();

end
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self.v_actuator = v_actuator_temp;

self.film_stress = ’nominal’;

mu_z = mean(z_tip);

sigma_z = std(z_tip);

1780 end

function plot_tip_deflection_distribution(self)

v_actuator_temp = self.v_actuator;

self.v_actuator = 0;

self.film_stress = ’random’;

for ii = 1:cantilever.numRandomStressIterations

[x_ii, z_ii] = self.calculateDeflection();

x = x_ii;

1790 z(:, ii) = z_ii;

end

self.v_actuator = v_actuator_temp;

self.film_stress = ’nominal’;

figure

plot(x_ii*1e6, z*1e6, ’Color’, [11 132 199]./255);

xlabel(’Distance from base (\mum)’);

ylabel(’Deflection (\mum)’);

box off;

1800

end

function sigma_i = film_intrinsic_stress(self)

% film_stress = ’nominal’ => use average stress

% film_stress = ’random’ => use random, normally distributed value

switch self.film_stress

case ’nominal’

sigma = 0;

case ’random’

1810 sigma = 0.25; % 1/4 because 1/2 from diff and 1/2 from range = 2 STDevs

end
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switch self.cantilever_type

case {’step’, ’thermal’}

sigma_i(1) = mean(self.sigma_si_range) + ...

sigma*randn*diff(self.sigma_si_range);

sigma_i(2) = mean(self.sigma_sio2_range) + ...

sigma*randn*diff(self.sigma_sio2_range);

sigma_i(3) = mean(self.sigma_al_range) + ...

1820 sigma*randn*diff(self.sigma_al_range);

case ’piezoelectric’

sigma_i(1) = mean(self.sigma_si_range) + ...

sigma*randn*diff(self.sigma_si_range);

sigma_i(2) = mean(self.sigma_sio2_range) + ...

sigma*randn*diff(self.sigma_sio2_range);

sigma_i(3) = mean(self.sigma_aln_range) + ...

sigma*randn*diff(self.sigma_aln_range);

sigma_i(5) = mean(self.sigma_aln_range) + ...

sigma*randn*diff(self.sigma_aln_range);

1830 switch self.metal_type

case ’titanium’

sigma_i(4) = mean(self.sigma_ti_range) + ...

sigma*randn*diff(self.sigma_ti_range);

sigma_i(6) = mean(self.sigma_ti_range) + ...

sigma*randn*diff(self.sigma_ti_range);

case ’molybdenum’

sigma_i(4) = mean(self.sigma_mo_range) + ...

sigma*randn*diff(self.sigma_mo_range);

sigma_i(6) = mean(self.sigma_mo_range) + ...

1840 sigma*randn*diff(self.sigma_mo_range);

end

end

end

% The thermal actuator power dissipation

% Units: W

function power = heaterPower(self)

power = self.v_actuator^2/self.R_heater;
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end

1850

% Calculate the time constant and -3 dB freq of the thermal actuator

% Note that in practice this is roughly 4x too idealistic

% Units: s and Hz

function [tau, freq] = heaterTimeConstant(self)

k_c = self.k_base();

[E_metal, rho_metal, k_metal, alpha_metal] = self.lookup_metal_properties();

h = self.lookupHeff();

% Calculate the thermal resistances

1860 R_conduction = (self.l_a-self.l_a_gap)/(2*self.w_a*(self.t*k_c + ...

self.t_a*k_metal + self.t_oxide*self.k_sio2));

R_convection = 1/(2*h*self.l_a*(self.w_a + self.t_a));

R = 1/(1/(R_conduction + self.R_base) + 1/R_convection); % K/W

C = self.l_a*self.w_a*(self.t_a*self.rho_al*self.Cv_al + ...

self.t*self.rho_si*self.Cv_si + ...

self.t_oxide*self.rho_sio2*self.Cv_sio2); % J/K

tau = R*C;

freq = 1/(2*pi*tau);

1870 end

% Calculate the rise time using the Q-dependent formula

% Source: "Control Systems Engineering", Nise

function t_rise = mechanicalRiseTime(self)

[omega_d, Q] = self.omega_damped_and_Q();

zeta = 1/(2*Q);

t_rise = 1/omega_d*(1.76*zeta^3-0.417*zeta^2+1.039*zeta+1);

end

1880 % Calculate dz_tip/dT_ambient -> temperature stability of the cantilever

% Units: m/K

function dzdT = tipTempDeflectionVsAmbientTemp(self)

temp_delta_values = -5:5;

T_original= self.T;
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for ii = 1:length(temp_delta_values)

self.T = T_original + temp_delta_values(ii);

tipDeflection(ii) = self.tipDeflection();

end

1890 self.T = T_original;

p = polyfit(temp_delta_values, tipDeflection, 1);

dzdT = p(1);

end

% Calculate the electrical current in the heater

% Units: A

function current = heaterCurrent(self)

current = self.v_actuator/self.R_heater;

1900 end

% Calculate the tip deflection including all of the various effects

% Units: m

function z_tip = tipDeflection(self)

[x, z] = self.calculateDeflection();

z_tip = z(end);

end

% Calculate the tip deflection with the actuator on vs. off

1910 % This approach cancels any static deflections (e.g. dopant bending)

% Units: m

function z_tip = actuatorTipDeflectionRange(self)

v_actuator_temp = self.v_actuator;

self.v_actuator = 0;

[x, z_off] = self.calculateDeflection();

z_initial = z_off(end);

self.v_actuator = v_actuator_temp;

[x, z_on] = self.calculateDeflection();

1920 z_final = z_on(end);

z_tip = abs(z_final - z_initial);
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end

% Calculate dopant strain induced bending

% The calculation method handles arbitrary strain gradients

% Source: "Residual strain and resultant postrelease deflection ...", 1999

function [x, C, theta, deflection] = calculateDopantBending(self)

1930 % Source: "Effects of phosphorus on stress...", JMM, 1999.

delta = 4.5e-24;

n_points = self.numXPoints;

dx = self.l/(n_points - 1);

x = 0:dx:self.l;

[depth, active_doping, total_doping] = self.doping_profile();

E = self.modulus();

width = self.w; % But it doesn’t matter

1940 thickness = self.t;

% Shift coordinates so that strain is measured from the bottom

y = linspace(0, thickness, length(depth))’;

dopant_concentration = flipud(active_doping);

strain = dopant_concentration * delta;

stress = strain*E;

ybar = trapz(y, y.*stress’)./trapz(y, stress’);

1950 h1 = thickness - ybar;

h2 = ybar;

i1 = find(y > ybar);

i2 = find(y <= ybar);

y1 = y(i1);

y2 = y(i2);

stress1 = stress(i1);

stress2 = stress(i2);
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1960 sigma1 = 1/h1*trapz(y1, stress1);

sigma2 = 1/h2*trapz(y2, stress2);

ybar1 = trapz(y1, y1.*stress1’)/trapz(y1, stress1’);

ybar2 = trapz(y2, y2.*stress2’)/trapz(y2, stress2’);

I1 = width*h1^3/12;

I2 = width*h2^3/12;

I = width*thickness^3/12;

1970 sigmai = (sigma2 - sigma1)/(2 - h1*width*(ybar1 - ybar)^2/I1 + ...

h2*width*(ybar - ybar2)^2/I2);

M1 = sigmai*h1*width*(ybar1 - ybar);

M2 = sigmai*h2*width*(ybar - ybar2);

% Calculate the radius of curvature, assuming it is small

R = (E*I)/(M1 + M2);

C = zeros(length(x), 1);

C_pr = 1/R;

1980 C(x <= self.l_pr()) = C_pr;

theta = cumsum(C.*dx);

deflection = cumsum(theta.*dx);

end

% Calculate just the tip deflection from dopant bending

% Units: m

function tip_deflection = calculateDopantTipDeflection(self)

[x, C, theta, deflection] = self.calculateDopantBending();

1990 tip_deflection = max(deflection);

end

% ====== Handy plotting functions ======

function plotTempProfile(self)

switch self.temperature_dependent_properties

case ’yes’
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[x, Q, temp] = self.calculateTempProfileTempDependent();

case ’no’

[x, Q, temp] = self.calculateTempProfile();

2000 end

figure

hold all

plot(1e6*x, temp);

plot(1e6*x, Q, ’--’);

hold off

xlabel(’X (um)’);

ylabel(’Temp Rise (K)’);

legend(’Temperature’, ’Power/Unit Length’);

2010 end

function plotTempProfileActuatorComparison(self)

[x, Q, temp] = self.calculateTempProfile();

figure

subplot(2,1,1)

plot(1e6*x, Q, ’--’);

box off;

2020

ylabel(’Power (\muW/\mum)’);

subplot(2,1,2)

hold all

plot(1e6*x, temp);

v_actuator_temp = self.v_actuator;

self.v_actuator = 0;

[x, Q, temp] = self.calculateTempProfile();

2030 self.v_actuator = v_actuator_temp;

plot(1e6*x, temp);

box off;
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hold off

xlabel(’Distance from base (\mum)’);

ylabel(’\DeltaT (K)’);

end

2040 function plot_thermal_conductivity_profile(self)

[x, z, k] = self.thermal_conductivity_profile(self.T);

figure

plot(z*1e9, k);

xlabel(’Distance from Surface (nm)’);

ylabel(’k (W/m-K)’);

ylim([0 150]);

xlim([0 self.t*1e9]);

end

2050

function plotDopantBending(self)

[x, C, theta, deflection] = self.calculateDopantBending();

figure

plot(1e6*x, 1e9*deflection);

xlabel(’Distance from Base (um)’);

ylabel(’Cantilever Deflection (nm)’);

box off;

end

2060

function plotDeflectionAndTemp(self)

v_actuator_temp = self.v_actuator;

self.v_actuator = 0;

[x, deflectionInitial] = self.calculateDeflection();

self.v_actuator = v_actuator_temp; %#ok<*MCHV2>

[x, deflectionFinal] = self.calculateDeflection();

[x, Q, temp] = self.calculateTempProfile();

2070 deflection = deflectionFinal - deflectionInitial;
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figure

subplot(2,1,1);

plot(1e6*x, temp);

ylabel(’Temp Rise (K)’);

box off;

subplot(2,1,2);

plot(1e6*x, 1e6*deflection);

2080 xlabel(’Distance from Base (um)’);

ylabel(’Deflection (\mum)’);

box off;

end

function plot_noise_spectrum(self)

freq = logspace( log10(self.freq_min), log10(self.freq_max), ...

cantilever.numFrequencyPoints);

figure

2090 hold all

plot(freq, sqrt(self.johnson_PSD(freq)), ’LineWidth’, 2);

plot(freq, sqrt(self.hooge_PSD(freq)), ’LineWidth’, 2);

plot(freq, sqrt(self.thermo_PSD(freq)), ’LineWidth’, 2);

plot(freq, sqrt(self.amplifier_PSD(freq)), ’LineWidth’, 2);

plot(freq, self.voltage_noise(freq), ’LineWidth’, 2);

hold off

set(gca, ’xscale’,’log’, ’yscale’,’log’);

set(gca, ’LineWidth’, 1.5, ’FontSize’, 14);

ylabel(’Noise Voltage Spectral Density (V/rtHz)’, ’FontSize’, 16);

2100 xlabel(’Frequency (Hz)’, ’FontSize’, 16);

legend(’Johnson’, ’Hooge’, ’Thermo’, ’Amp’, ’Total’)

end

% ======= Handy lookup functions =======

% Calculate elastic modulus based upon dopant type

% Assume we’re using the best piezoresistor orientation.

function elastic_modulus = modulus(self)
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switch self.doping_type

case ’boron’

2110 elastic_modulus = 169e9; % <110> direction

case ’phosphorus’

elastic_modulus = 130e9; % <100> direction

case ’arsenic’

elastic_modulus = 130e9; % <100> direction

end

end

% Lookup the appropriate fluid physical properties

function [rho_f, eta_f] = lookupFluidProperties(self)

2120 switch self.fluid

case ’air’

rho_f = self.rho_air;

eta_f = self.eta_air;

case ’water’

rho_f = self.rho_water;

eta_f = self.eta_water;

case ’arbitrary’

rho_f = self.rho_arb;

eta_f = self.eta_arb;

2130 otherwise

fprintf(’ERROR - Unknown fluid: %s’, self.fluid);

pause

end

end

% Lookup effective convection coefficient

% Or try calculating it using a shape factor (not recommended)

% Units: W/m^2-K

function h_eff = lookupHeff(self)

2140 switch self.h_method

case ’fixed’

switch self.fluid

case ’vacuum’

h_eff = self.h_vacuum;
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case ’air’

h_eff = self.h_air;

case ’water’

h_eff = self.h_water;

case ’arbitrary’

2150 h_eff = self.h_arb;

end

case ’calculate’

switch self.fluid

case ’vacuum’

k_f = self.k_vacuum;

case ’air’

k_f = self.k_air;

case ’water’

k_f = self.k_water;

2160 case ’arbitrary’

k_f = self.k_arb;

end

% Calculate h using the shape factor

A = self.w*self.t;

P = 2*(self.w + self.t);

% Assume a thin rectangle to an infinite plane

z = 450e-6; % cantilever die thickness, m

S = 2*pi*self.l/log(2*pi*z/self.w);

2170

h_eff = k_f*S/(P*self.l); % calculate h from the Hu equation

end

end

% Simple lookup function for the film stack properties

function [E, rho, k, alpha] = lookup_metal_properties(self)

switch self.metal_type

case ’aluminum’

E = self.E_al;

2180 rho = self.rho_al;

k = self.k_al;
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alpha = self.alpha_al;

case ’titanium’

E = self.E_ti;

rho = self.rho_ti;

k = self.k_ti;

alpha = self.alpha_ti;

case ’molybdenum’

E = self.E_mo;

2190 rho = self.rho_mo;

k = self.k_mo;

alpha = self.alpha_mo;

otherwise

fprintf(’ERROR: Unknown metal_type’);

pause

end

end

% Treat the actuator as encompassing the entire device width here

2200 % and scale the actuation later (to account for the metal traces

% running alongside

function [z_layers, E_layers, A, I] = lookupActuatorMechanics(self)

[E_metal, rho_metal, k_metal, alpha_metal] = self.lookup_metal_properties();

switch self.cantilever_type

case ’none’;

error(’ERROR in lookupActuatorMechanics() - cantilever_type = none’);

case {’step’, ’thermal’};

t_layers = [self.t self.t_oxide self.t_a];

w_layers = [self.w_a self.w_a self.w_a];

2210 E_layers = [self.modulus() self.E_sio2 E_metal];

case ’piezoelectric’;

t_layers = [self.t self.t_oxide self.t_a_seed ...

self.t_electrode_bottom self.t_a self.t_electrode_top];

w_layers = [self.w_a self.w_a self.w_a ...

self.w_a self.w_a self.w_a];

E_layers = [self.modulus() self.E_sio2 self.E_aln ...

E_metal self.E_aln E_metal];

end
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2220 z_layers = zeros(1, length(t_layers));

for ii = 1:length(t_layers)

% z(1) = t(1)/2, z(2) = t(1) + t(2)/2

z_layers(ii) = sum(t_layers) - sum(t_layers(ii:end)) + t_layers(ii)/2;

end

A = w_layers.*t_layers;

I = (w_layers.*t_layers.^3)/12;

end

% ======== Beam mechanics, resonant frequency and damping ==========

2230

% Calculate the cantilever spring constant

% Units: N/m

function stiffness = stiffness(self)

k_tip = self.modulus() * self.w * self.t^3 / (4*self.l^3);

switch self.cantilever_type

case ’none’

stiffness = k_tip;

2240 % For devices with an actuator/step at the base...

% Apply a test force and calculate the resulting deflection

% Treating the system as two springs in series is not valid because:

% 1) the force is applied beyond the tip of the thick base,

% so the moment it sees is larger than would be expected

% 2) the angle at the end of the thick base is integrated

% along the remaining length of the cantilever

otherwise

F = 1e-9; % Test force (N)

EI_base = 1/self.calculateActuatorNormalizedCurvature();

2250 EI_tip = self.modulus()*self.w*self.t^3/12;

% Deflection at the tip of the base

z_base = F*self.l_a^2*(3*(self.l+self.l_a)-self.l_a)/(6*EI_base);

% Angle at the tip of the base
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theta_base = F*(2*(self.l_a+self.l)-self.l_a)*self.l_a/(2*EI_base);

% Deflection at the very tip

z_tip = z_base + tan(theta_base)*self.l + F*self.l^2*2*self.l/(6*EI_tip);

2260 stiffness = F/z_tip;

end

end

% Effective mass of the cantilever beam

% Does not include the effective mass of the base/actuator section

% f0 is calculated using Rayleight-Ritz there

% Units: kg

function effective_mass = effective_mass(self)

cantilever_effective_mass = 0.243 * self.rho_si * self.w * self.t * self.l;

2270 effective_mass = cantilever_effective_mass + self.tip_mass;

end

% Resonant frequency for undamped vibration (first mode).

% For a simple cantilever, use Bernoulli beam theory.

% For step/actuator designs, use Rayleigh-Ritz (i.e. U_kin = U_strain)

% The R-R results agree with 2D and 3D FEA results to <3% when

% (1 < t_a/t < 6, 1/5 < l_a/l < 5)

% Units: radians/sec

function omega_vacuum = omega_vacuum(self)

2280 omega_bernoulli = sqrt( self.stiffness() / self.effective_mass());

switch self.cantilever_type

case ’none’

omega_vacuum = omega_bernoulli;

otherwise

options = optimset(’TolX’, 1e-6, ’TolFun’, 1e-6, ’Display’, ’off’);

options = optimset(’TolX’, 1e-12, ’TolFun’, 1e-12, ’Display’, ’off’);

omega_vacuum = fminbnd(@findEnergyResidual, 1, ...

100*omega_bernoulli, options);

2290 end

% Function for iteratively finding the resonant frequency
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function residual_squared = findEnergyResidual(omega_guess)

[U_elastic, U_kinetic] = calculateEnergies(omega_guess);

residual_squared = (U_elastic/U_kinetic - 1)^2;

end

% Function for computing the elastic and kinetic energy of the beam

function [U_elastic, U_kinetic] = calculateEnergies(omega)

2300

% Discretize the length of the cantilever

totalLength = self.l + self.l_a;

dx = totalLength/(self.numXPoints - 1);

x = 0:dx:totalLength;

base_indices = find(x <= self.l_a);

tip_indices = find(x > self.l_a);

% Define the multilayer mechanics

EI_base = 1/self.calculateActuatorNormalizedCurvature();

2310 EI_tip = self.modulus()*self.w*self.t^3/12;

% Empirical correction factors that give better agreement with FEA results

% Account for cases where t_a >> t, w_a >> w, l_a >> l

EI_base = (self.t/self.t_a)^.25*EI_base;

EI_base = (self.w/self.w_a)^.1*EI_base;

EI_base = (self.l/self.l_a)^.1*EI_base;

% Generate an approximate cantilever deflection profile assuming a

% point load force at the tip of the beam. Stitch together the two

2320 % sections (the moment is constant despite the EI discontinuity)

tip_deflection = 1e-6; % Apply a test force

F = tip_deflection*3*EI_tip/self.l^3;

moment = F*(totalLength-x);

deflection(base_indices) = -F*x(base_indices).^2.* ...

(3*totalLength-x(base_indices))/(6*EI_base);

% x-coordinate from the end of l_a

x_relative = x(tip_indices) - x(max(base_indices));
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2330 % Continue with the slope that is at the end of the base section

if max(base_indices) > 1

tip_slope = (deflection(max(base_indices)) - ...

deflection(max(base_indices)-1))/dx;

% Catch any cases wher l_a = 0 (shouldn’t normally happen)

else

tip_slope = 0;

end

deflection(tip_indices) = deflection(max(base_indices)) - ...

F*x_relative.^2.*(3*self.l-x_relative)/(6*EI_tip) + tip_slope*x_relative;

2340

[E_metal, rho_metal, k_metal, alpha_metal] = ...

self.lookup_metal_properties();

dm_tip = self.w*self.t*self.rho_si;

switch self.cantilever_type

case {’step’, ’thermal’}

dm_base = self.w_a*(self.t*self.rho_si + ...

self.t_oxide*self.rho_sio2 + self.t_a*rho_metal);

case ’piezoelectric’

dm_base = self.w_a*(self.t*self.rho_si + ...

2350 self.t_oxide*self.rho_sio2 + ...

self.rho_aln*(self.t_a + self.t_a_seed) + ...

rho_metal*(self.t_electrode_bottom + self.t_electrode_top));

end

% Piecewise kinetic and elastic energies

Udx_elastic(base_indices) = ...

.5*moment(base_indices).^2*dx/EI_base;

Udx_kinetic(base_indices) = ...

.5*(omega*deflection(base_indices)).^2*dx*dm_base;

2360 Udx_elastic(tip_indices) = ...

.5*moment(tip_indices).^2*dx/EI_tip;

Udx_kinetic(tip_indices) = ...

.5*(omega*deflection(tip_indices)).^2*dx*dm_tip;

U_elastic = trapz(x, Udx_elastic);

U_kinetic = trapz(x, Udx_kinetic);
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end

end

2370 % Resonant frequency for undamped vibration (first mode)

% Units: cycles/sec

function omega_vacuum_hz = omega_vacuum_hz(self)

omega_vacuum_hz = self.omega_vacuum() / (2*pi);

end

% Calculate the damped natural frequency and Q (via Brumley/Sader)

function [omega_damped, Q] = omega_damped_and_Q(self)

% If we’re in vacuum, just return the vacuum frequency

2380 switch self.fluid

case ’vacuum’

omega_damped = self.omega_vacuum();

Q = cantilever.maxQ;

return;

end

% Inner function for solving the transcendental eqn to find

% omega_damped. We’re searching for a function minimum, so return

% the residual squared (continuous and smooth)

2390 function residual_squared = find_natural_frequency(omega_damped)

hydro = self.hydrodynamic_function(omega_damped, rho_f, eta_f);

residual = omega_damped - omega_vacuum*(1 + pi * rho_f * ...

self.w/(4 * self.rho_si * self.t) .* real(hydro)).^-0.5;

residual_squared = residual^2;

end

% Lookup fluid properties once, then calculate omega_damped and Q

[rho_f eta_f] = self.lookupFluidProperties();

omega_vacuum = self.omega_vacuum();

2400

options = optimset(’TolX’, 1e-12, ’TolFun’, 1e-12, ’Display’, ’off’);

omega_damped = fminbnd(@find_natural_frequency, 10, omega_vacuum, options);
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hydro = self.hydrodynamic_function(omega_damped, rho_f, eta_f);

Q = (4*self.rho_si*self.t/(pi*rho_f*self.w)+real(hydro))/imag(hydro);

% Catch cases where Q is undefined, too large or too small

if Q < cantilever.minQ || isnan(Q)

Q = cantilever.minQ;

2410 elseif Q > cantilever.maxQ

Q = cantilever.maxQ;

end

end

function [omega_damped_hz, Q] = omega_damped_hz_and_Q(self)

[omega_damped, Q] = self.omega_damped_and_Q();

omega_damped_hz = omega_damped/(2*pi);

end

2420 % Calculate the Reynold’s number - note that ’a = w/2’ in the Brumley paper

function reynolds = reynolds(self, omega, rho_f, eta_f)

reynolds = (rho_f*omega*(self.w/2)^2)/eta_f;

end

% Calculate hydrodynamic function from the lookup table

function hydro = hydrodynamic_function(self, omega, rho_f, eta_f)

% A = aspect ratio, Beta = Reynold’s number

A = self.t/self.w;

2430 Beta = self.reynolds(omega, rho_f, eta_f);

log_Beta = log10(Beta);

% If the Reynolds number gets too small, the calculation gets upset

% This only happens during random solution generation usually

if log_Beta < min(self.Beta_lookup)

log_Beta = min(self.Beta_lookup);

end

gamma_real = interp2(cantilever.A_lookup, cantilever.Beta_lookup, ...

2440 cantilever.gamma_lookup_real, A, log_Beta, ’spline’);
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gamma_imag = interp2(cantilever.A_lookup, cantilever.Beta_lookup, ...

cantilever.gamma_lookup_imag, A, log_Beta, ’spline’);

hydro = complex(gamma_real, gamma_imag);

end

% ========= Optimization ==========

% Calculate force resolution

% Units: pN

2450 function force_resolution = optimize_force_resolution(self, x0)

self = self.cantilever_from_state(x0);

force_resolution = self.force_resolution()*1e12;

end

% Calculate displacement resolution

% Units: nm

function displacement_resolution = optimize_displacement_resolution(self, x0)

self = self.cantilever_from_state(x0);

displacement_resolution = self.displacement_resolution()*1e9;

2460 end

% Calculate the force noise density on resonance

% Units: pN/rtHz

function force_noise_density = optimize_resonant_force_noise_density(self, x0)

self = self.cantilever_from_state(x0);

force_noise_density = self.resonant_force_noise_density()*1e12;

end

% Calculate the surface stress resolution

2470 % Units: Pa

function ss_resolution = optimize_surface_stress_resolution(self, x0)

self = self.cantilever_from_state(x0);

ss_resolution = self.surface_stress_resolution()*1e6;

end

% Used by optimization to bring all state varibles to O(10)

% If we didn’t do that, we’d have O(1e-9) and O(1e20) variables
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function scaling = optimization_scaling(self)

l_scale = 1e5;

2480 w_scale = 1e7;

t_scale = 1e8;

l_pr_ratio_scale = 1e2;

v_bridge_scale = 1e1;

scaling = [l_scale, w_scale, t_scale, l_pr_ratio_scale, ...

v_bridge_scale, self.doping_optimization_scaling()];

% Actuator specific code

switch self.cantilever_type

case ’step’

2490 % Do nothing special

case ’thermal’

l_a_scale = 1e6;

w_a_scale = 1e6;

t_a_scale = 1e9;

v_actuator_scale = 1;

R_heater_scale = 1e-3;

scaling = [scaling l_a_scale w_a_scale t_a_scale ...

v_actuator_scale R_heater_scale];

case ’piezoelectric’

2500 l_a_scale = 1e6;

w_a_scale = 1e6;

t_a_scale = 1e9;

v_actuator_scale = 1;

scaling = [scaling l_a_scale w_a_scale t_a_scale v_actuator_scale];

end

end

% Update the changed optimization parameters

% All optimization takes place for the same object (i.e. we update ’self’)

2510 % so that things like ’fluid’ are maintained

function self = cantilever_from_state(self, x0)

scaling = self.optimization_scaling();

x0 = x0./scaling;
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self.l = x0(1);

self.w = x0(2);

self.t = x0(3);

self.l_pr_ratio = x0(4);

self.v_bridge = x0(5);

2520 self = self.doping_cantilever_from_state(x0);

% Actuator specific code

switch self.cantilever_type

case ’step’

% Do nothing special

case ’thermal’

self.l_a = x0(8);

self.w_a = x0(9);

self.t_a = x0(10);

2530 self.v_actuator = x0(11);

self.R_heater = x0(12);

case ’piezoelectric’

self.l_a = x0(8);

self.w_a = x0(9);

self.t_a = x0(10);

self.v_actuator = x0(11);

end

end

2540 % Return state vector for the current state

function x = current_state(self)

x(1) = self.l;

x(2) = self.w;

x(3) = self.t;

x(4) = self.l_pr_ratio;

x(5) = self.v_bridge;

x = [x self.doping_current_state()];

% Actuator specific code

2550 switch self.cantilever_type

case ’step’
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% Do nothing special

case ’thermal’

x(8) = self.l_a;

x(9) = self.w_a;

x(10) = self.t_a;

x(11) = self.v_actuator;

x(12) = self.R_heater;

case ’piezoelectric’

2560 x(8) = self.l_a;

x(9) = self.w_a;

x(10) = self.t_a;

x(11) = self.v_actuator;

end

end

% Set the minimum and maximum bounds for the cantilever state variables.

% Bounds are written in terms of the initialization variables.

% Secondary constraints (e.g. power dissipation, resonant frequency)

2570 % are applied in optimization_constraints()

function [lb ub] = optimization_bounds(self, parameter_constraints)

min_l = 10e-6;

max_l = 3e-3;

min_w = 2e-6;

max_w = 100e-6;

min_t = 1e-6;

max_t = 100e-6;

2580

min_l_pr_ratio = 0.01;

max_l_pr_ratio = 0.99;

min_v_bridge = 0.1;

max_v_bridge = 10;

[doping_lb doping_ub] = ...

self.doping_optimization_bounds(parameter_constraints);
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2590 % Actuator specific code

actuator_lb = [];

actuator_ub = [];

switch self.cantilever_type

case {’step’, ’none’}

% Override the default values if any were provided

% constraints = {{’min_l’, ’max_v_bridge’}, {5e-6, 10}}

if ~isempty(parameter_constraints)

keys = parameter_constraints{1};

values = parameter_constraints{2};

2600 for ii = 1:length(keys)

eval([keys{ii} ’=’ num2str(values{ii}) ’;’]);

end

end

case ’thermal’

min_l_a = 5e-6;

max_l_a = 200e-6;

min_w_a = 2e-6;

max_w_a = 50e-6;

2610

min_t_a = 200e-9;

max_t_a = 3e-6;

min_v_actuator = .1;

max_v_actuator = 10;

min_R_heater = 200;

max_R_heater = 5e3;

2620 % Override the default values if any were provided

% constraints = {{’min_l’, ’max_v_bridge’}, {5e-6, 10}}

if ~isempty(parameter_constraints)

keys = parameter_constraints{1};

values = parameter_constraints{2};

for ii = 1:length(keys)



556 APPENDIX H. CODE

eval([keys{ii} ’=’ num2str(values{ii}) ’;’]);

end

end

2630 actuator_lb = [min_l_a min_w_a min_t_a min_v_actuator min_R_heater];

actuator_ub = [max_l_a max_w_a max_t_a max_v_actuator max_R_heater];

case ’piezoelectric’

min_l_a = 5e-6;

max_l_a = 200e-6;

min_w_a = 2e-6;

max_w_a = 30e-6;

min_t_a = 200e-9;

2640 max_t_a = 3e-6;

min_v_actuator = .1;

max_v_actuator = 10;

% Override the default values if any were provided

% constraints is a set of key value pairs, e.g.

% constraints = {{’min_l’, ’max_v_bridge’}, {5e-6, 10}}

if ~isempty(parameter_constraints)

keys = parameter_constraints{1};

2650 values = parameter_constraints{2};

for ii = 1:length(keys)

eval([keys{ii} ’=’ num2str(values{ii}) ’;’]);

end

end

actuator_lb = [min_l_a min_w_a min_t_a min_v_actuator];

actuator_ub = [max_l_a max_w_a max_t_a max_v_actuator];

end

2660 lb = [min_l, min_w, min_t, min_l_pr_ratio, ...

min_v_bridge, doping_lb, actuator_lb];

ub = [max_l, max_w, max_t, max_l_pr_ratio, ...
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max_v_bridge, doping_ub, actuator_ub];

end

% Generate a random cantilever design (x0) within our param bounds

function x0 = initial_conditions_random(self, parameter_constraints)

[lb, ub] = self.optimization_bounds(parameter_constraints);

2670 l_min = lb(1);

l_max = ub(1);

w_min = lb(2);

w_max = ub(2);

t_min = lb(3);

t_max = ub(3);

l_pr_ratio_min = lb(4);

l_pr_ratio_max = ub(4);

V_b_min = lb(5);

V_b_max = ub(5);

2680

% Generate the random values

l_random = l_min + rand*(l_max - l_min);

w_random = w_min + rand*(w_max - w_min);

t_random = t_min + rand*(t_max - t_min);

l_pr_ratio_random = l_pr_ratio_min + rand*(l_pr_ratio_max - l_pr_ratio_min);

v_bridge_random = V_b_min + rand*(V_b_max - V_b_min);

x0_doping = self.doping_initial_conditions_random(parameter_constraints);

2690 % Actuator specific code

x0_actuator = [];

switch self.cantilever_type

case ’thermal’

l_a_min = lb(8);

l_a_max = ub(8);

w_a_min = lb(9);

w_a_max = ub(9);

t_a_min = lb(10);

t_a_max = ub(10);
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2700 v_actuator_min = lb(11);

v_actuator_max = ub(11);

R_heater_min = lb(12);

R_heater_max = ub(12);

l_a_random = l_a_min + rand*(l_a_max - l_a_min);

w_a_random = w_a_min + rand*(w_a_max - w_a_min);

t_a_random = t_a_min + rand*(t_a_max - t_a_min);

v_actuator_random = v_actuator_min + ...

rand*(v_actuator_max - v_actuator_min);

2710 R_heater_random = R_heater_min + rand*(R_heater_max - R_heater_min);

x0_actuator = [l_a_random w_a_random t_a_random ...

v_actuator_random R_heater_random];

case ’piezoelectric’

l_a_min = lb(8);

l_a_max = ub(8);

w_a_min = lb(9);

w_a_max = ub(9);

t_a_min = lb(10);

t_a_max = ub(10);

2720 v_actuator_min = lb(11);

v_actuator_max = ub(11);

l_a_random = l_a_min + rand*(l_a_max - l_a_min);

w_a_random = w_a_min + rand*(w_a_max - w_a_min);

t_a_random = t_a_min + rand*(t_a_max - t_a_min);

v_actuator_random = v_actuator_min + ...

rand*(v_actuator_max - v_actuator_min);

x0_actuator = [l_a_random w_a_random t_a_random v_actuator_random];

end

2730

x0 = [l_random, w_random, t_random, l_pr_ratio_random, ...

v_bridge_random, x0_doping, x0_actuator];

end

% Nonlinear optimization constraints.

% For a feasible design, all constraints are negative.
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function [C, Ceq] = optimization_constraints(self, x0, nonlinear_constraints)

c_new = self.cantilever_from_state(x0);

2740 % Default aspect ratios that can be overriden

min_w_t_ratio = 2;

min_l_w_ratio = 2;

min_pr_l_w_ratio = 2;

min_pr_l = 2e-6;

% Read out the constraints as key-value pairs

% , e.g. {{’omega_min_hz’, ’min_k’}, {1000, 10}}

if ~isempty(nonlinear_constraints)

keys = nonlinear_constraints{1};

2750 values = nonlinear_constraints{2};

for ii = 1:length(keys)

eval([keys{ii} ’=’ num2str(values{ii}) ’;’]);

end

end

% We start with this single element vector and then append

% any additional constraints that the user has provided.

% If a C(ii) > 0 then constraint ii is invalid

2760 % Force resolution must always be positive

% Use a linear function so that it’s smooth/continuous

resolution = c_new.force_resolution();

C(1) = -resolution*1e18;

% Resonant frequency

if exist(’omega_min_hz’, ’var’)

switch self.fluid

case ’vacuum’

freq_constraint = omega_min_hz - c_new.omega_vacuum_hz();

2770 otherwise

[omega_damped_hz, tmp] = c_new.omega_damped_hz_and_Q();

freq_constraint = omega_min_hz - omega_damped_hz;

end
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C = [C freq_constraint];

end

% Power dissipation

if exist(’max_power’, ’var’)

power_constraint = c_new.power_dissipation() - max_power;

2780 C = [C power_constraint];

end

% Temp constraints -- approximate lumped model

if exist(’tip_temp’, ’var’) || exist(’max_temp’, ’var’)

[TMax, TTip] = c_new.approxTempRise();

end

if exist(’tip_temp’, ’var’)

temp_constraint = TTip - tip_temp;

C = [C temp_constraint];

2790 end

if exist(’max_temp’, ’var’)

temp_constraint = TMax - max_temp;

C = [C temp_constraint];

end

% Temp constraints -- 1D finite differences

% Slower but good for refining designs

if exist(’tip_temp_exact’, ’var’) || exist(’max_temp_exact’, ’var’)

[TMax, TTip] = c_new.calculateMaxAndTipTemp();

2800 end

if exist(’tip_temp_exact’, ’var’)

temp_constraint = TTip - tip_temp_exact;

C = [C temp_constraint];

end

if exist(’max_temp_exact’, ’var’)

temp_constraint = TMax - max_temp_exact;

C = [C temp_constraint];

end

2810 % Min and maximum cantilever stiffness
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if exist(’min_k’, ’var’)

min_k_constraint = min_k - c_new.stiffness();

C = [C min_k_constraint];

end

if exist(’max_k’, ’var’)

max_k_constraint = c_new.stiffness() - max_k;

C = [C max_k_constraint];

end

2820

if exist(’max_v_actuator’, ’var’)

max_v_actuator_constraint = c_new.v_actuator - max_v_actuator;

C = [C max_v_actuator_constraint];

end

if exist(’min_tip_deflection’, ’var’)

min_tip_deflection_constraint = min_tip_deflection - ...

c_new.tipDeflection();

C = [C min_tip_deflection_constraint];

2830 end

% Aspect ratio constraints. Default ratios can be changed.

length_width_ratio = min_l_w_ratio - c_new.l/c_new.w;

C = [C length_width_ratio];

width_thickness_ratio = min_w_t_ratio - c_new.w/c_new.t;

C = [C width_thickness_ratio];

pr_length_width_ratio = min_pr_l_w_ratio - c_new.l_pr()/c_new.w_pr();

2840 C = [C pr_length_width_ratio];

pr_length_constraint = (min_pr_l - c_new.l_pr())*1e6;

C = [C pr_length_constraint];

% Now for equality based constraints

Ceq = [];
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% Fix the stiffness

2850 if exist(’fixed_k’, ’var’)

fixed_k_constraint = c_new.stiffness() - fixed_k;

Ceq = [Ceq fixed_k_constraint];

end

if exist(’fixed_v_bridge’, ’var’)

fixed_v_bridge_constraint = c_new.v_bridge - fixed_v_bridge;

Ceq = [Ceq fixed_v_bridge_constraint];

end

2860 % Fix the resonant frequency

if exist(’fixed_f0’, ’var’)

switch self.fluid

case ’vacuum’

fixed_f0_constraint = fixed_f0 - c_new.omega_vacuum_hz();

otherwise

[omega_damped_hz, tmp] = c_new.omega_damped_hz_and_Q();

fixed_f0_constraint = fixed_f0 - omega_damped_hz;

end

Ceq = [Ceq fixed_f0_constraint];

2870 end

% Useful lines for debugging constraint failures

% (e.g. you made l_max too small for it to hit the desired f_0)

% C

% Ceq

% sprintf(’Active Index: %d -- Value: %g\n’, find(C==max(C)), max(C))

end

% The optimization isn’t convex so isn’t guaranteed to converge.

2880 % On average it converges 95-99% of the time.

% For this reason, we generally optimize from random initial guesses

% and keep going until several have converged to the same value

function optimized_cantilever = optimize_performance(self, ...

parameter_constraints, nonlinear_constraints, goal)
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percent_match = 0.01; % 1 percent match required between results

randomize_starting_conditions = 1;

converged = 0;

ii = 1;

2890 resolution = [];

while ~converged

% Optimize another cantilever

[c{ii}, exitflag] = ...

self.optimize_performance_once(parameter_constraints, ...

nonlinear_constraints, goal, randomize_starting_conditions);

% If the optimization terminated abnormally, skip to the next iteration

if ~(exitflag == 1 || exitflag == 2)

continue

2900 end

% Record the resolution for the latest cantilever

if goal == cantilever.goalForceResolution

resolution(ii) = c{ii}.force_resolution();

elseif goal == cantilever.goalDisplacementResolution

resolution(ii) = c{ii}.displacement_resolution();

elseif goal == cantilever.goalForceNoiseDensity

resolution(ii) = c{ii}.resonant_force_noise_density();

elseif goal == cantilever.goalSurfaceStress

2910 resolution(ii) = c{ii}.surface_stress_resolution();

end

% If we have more than one result, consider stopping

if ii > 1

% Sort from smallest to largest, check if the two smallest values agree

[temp_resolution, sortIndex] = sort(resolution);

fprintf(’Resolutions so far: %s\n’, mat2str(temp_resolution, 3))

resultsAgree = abs(1 - temp_resolution(1)/temp_resolution(2)) ...

2920 < percent_match;



564 APPENDIX H. CODE

% If the results agree, then stop the loop. Otherwise, continue

if resultsAgree

fprintf(’CONVERGED. Two best values: %s\n’, ...

mat2str(temp_resolution(1:2), 3))

optimized_cantilever = c{sortIndex(1)};

converged = 1;

else

fprintf(’NOT CONVERGED. Two best values: %s\n’, ...

2930 mat2str(temp_resolution(1:2), 3))

end

end

if ii > cantilever.numOptimizationIterations

[temp_resolution, sortIndex] = sort(resolution);

optimized_cantilever = c{sortIndex(1)};

converged = 1;

end

2940 ii = ii + 1; % Increment the loop counter

end

end

% Optimize, but don’t randomize starting point

function optimized_cantilever = optimize_performance_from_current(self, ...

parameter_constraints, nonlinear_constraints, goal)

randomize_starting_conditions = 0;

[optimized_cantilever, tmp] = ...

2950 self.optimize_performance_once(parameter_constraints, ...

nonlinear_constraints, goal, randomize_starting_conditions);

end

function [optimized_cantilever, exitflag] = optimize_performance_once(self, ...

parameter_constraints, nonlinear_constraints, ...

goal, randomize_starting_conditions)

scaling = self.optimization_scaling();
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self.check_valid_cantilever();

2960

% If random_flag = 1, start from random conditions

% Else, start from the current cantilever state vector

if randomize_starting_conditions == 1

problem.x0 = ...

scaling.*self.initial_conditions_random(parameter_constraints);

else

problem.x0 = scaling.*self.current_state();

end

2970 if goal == cantilever.goalForceResolution

problem.objective = @self.optimize_force_resolution;

elseif goal == cantilever.goalDisplacementResolution

problem.objective = @self.optimize_displacement_resolution;

elseif goal == cantilever.goalForceNoiseDensity

problem.objective = @self.optimize_resonant_force_noise_density;

elseif goal == cantilever.goalSurfaceStress

problem.objective = @self.optimize_surface_stress_resolution;

end

2980 [lb ub] = self.optimization_bounds(parameter_constraints);

problem.lb = scaling.*lb;

problem.ub = scaling.*ub;

% problem.x0

problem.options.TolFun = 1e-9;

problem.options.TolCon = 1e-9;

problem.options.TolX = 1e-9;

problem.options.MaxFunEvals = 2000;

2990 problem.options.MaxIter = 2000;

problem.options.Display = ’iter-detailed’; % iter, final, none, off

problem.options.UseParallel = ’always’; % For multicore processors

problem.options.TypicalX = ones(1, length(scaling));

problem.options.InitBarrierParam = 10;
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% interior-point does not do well if the design is already

% close to the optimal state (i.e. warm start). sqp is

% supposed to do better in this condition. try experimenting

3000 % with both, particular for implanted devices.

problem.options.Algorithm = ’sqp’; % sqp, interior-point

problem.solver = ’fmincon’;

problem.nonlcon = @(x) self.optimization_constraints(x, ...

nonlinear_constraints);

% These errors come up occasionally for ion implanted devices

warning off MATLAB:singularMatrix

warning off MATLAB:nearlySingularMatrix

3010

[x, tmp, exitflag] = fmincon(problem);

optimized_cantilever = self.cantilever_from_state(x);

end

end

end
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H.2.3 cantileverDiffusion.m

% Model a diffused cantilever (particularly phosphorus/POCl3 diffusion)

classdef cantileverDiffusion < cantilever

properties

diffusion_time

diffusion_temp

end

methods

% Call superclass constructor

10 function self = cantileverDiffusion(freq_min, freq_max, l, w, t, ...

l_pr_ratio, v_bridge, doping_type, diffusion_time, diffusion_temp)

self = self@cantilever(freq_min, freq_max, l, w, t, l_pr_ratio, ...

v_bridge, doping_type);

self.diffusion_time = diffusion_time;

self.diffusion_temp = diffusion_temp;

end

20 function print_performance(self)

print_performance@cantilever(self); % print the base class stuff

fprintf(’Diffusion time (mins), temp (C): %f %f \n’, ...

self.diffusion_time/60, self.diffusion_temp-273);

fprintf(’Junction depth (nm): %f \n’, self.junction_depth()*1e9);

fprintf(’=======================\n\n’)

end

function print_performance_for_excel(self, varargin)

30 % Call the superclass method first

print_performance_for_excel@cantilever(self, varargin);

% varargin gets another set of {} from the cantilever subclasses

optargin = size(varargin, 2);

if optargin == 1



568 APPENDIX H. CODE

fid = varargin{1};

elseif optargin == 0

fid = 1; % Print to the stdout

else

40 fprintf(’ERROR: Extra optional arguments’)

end

% Then print out our additional variables

variables_to_print = [self.diffusion_time/60, self.diffusion_temp-273];

for print_index = 1:length(variables_to_print)

fprintf(fid, ’%4g\t’, variables_to_print(print_index));

end

fprintf(fid, ’\n’);

end

50

% Calculate the diffusion profile for a constant surface source

% diffusion using self.diffusion_time and self.diffusion_temp as

% as well as self.doping_type

function [x, active_doping, total_doping] = doping_profile(self)

N_background = 1e15; % N/cm^3

N_surface = 1e20; % N/cm^3

n_points = self.numZPoints; % # of points of doping profile

switch self.doping_type

60 case ’arsenic’

D_0 = 9.17; % cm^2/sec

E_a = 3.99; % eV

% Simple diffusion model

D = D_0*exp(-E_a/(self.k_b_eV*self.diffusion_temp));

diffusion_length = sqrt(D*self.diffusion_time)*1e-2; % cm -> m

junction_depth = 2*diffusion_length*erfcinv(N_background/N_surface);

x = linspace(0, self.t, n_points);

70

active_doping = N_surface*erfc(x/(2*diffusion_length));

total_doping = active_doping;
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case ’boron’

D_0 = 1.0;

E_a = 3.5;

% Simple diffusion model

D = D_0*exp(-E_a/(self.k_b_eV*self.diffusion_temp));

80 diffusion_length = sqrt(D*self.diffusion_time)*1e-2; % cm -> m

junction_depth = 2*diffusion_length*erfcinv(N_background/N_surface);

x = linspace(0, self.t, n_points);

active_doping = N_surface*erfc(x/(2*diffusion_length));

total_doping = active_doping;

% A model for phosphorus diffusion which accounts for the

% kink. Takes the solid solubility to be 2.1e20/cc, which

90 % is accurate for ~850C diffusion temp.

case ’phosphorus’

k_b_eV = 8.617343e-5;

x = linspace(0, self.t*1e2, n_points); % m -> cm

% Current (7/18/10)

if self.diffusion_temp < 780+273

time_offset = 0;

else

time_offset = 2;

100 end

% Alpha activation energy varies quadratically with temp

T_values = 273+[775 800 850 950];

Ea_values = [1.755 1.73 1.71 1.66];

p = polyfit(T_values, Ea_values, 2);

Ea_alpha = polyval(p, self.diffusion_temp);

alpha = .18*exp(-Ea_alpha./(k_b_eV*self.diffusion_temp));

Da = 100*exp(-3.77/k_b_eV/self.diffusion_temp);
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110 Db = 2.3*exp(-1.95./(k_b_eV*self.diffusion_temp))*1e-5;

Cb = 3*exp(-0.88./(k_b_eV*self.diffusion_temp))*1e23;

% Add some offset time to account for the oxidation/purge steps

t = self.diffusion_time + time_offset*60;

% Temperature dependent electrically active concentration

% Source: Solmi and Nobili papers (various)

surface_concentration_total = 2.5e23* ...

exp(-0.62./(k_b_eV*self.diffusion_temp));

120 surface_concentration_active = 1.1e22* ...

exp(-0.37./(k_b_eV*self.diffusion_temp));

% Calculate the profile

x0 = alpha*t;

kappa = Cb/surface_concentration_total;

F1 = erfc((x+alpha*t)/(2*sqrt(Da*t))) + ...

erfc((x-3*alpha*t)/(2*sqrt(Da*t)));

F2 = erfc((x+alpha*t)/(2*sqrt(Db*t))) + ...

130 erfc((x-3*alpha*t)/(2*sqrt(Db*t)));

Ca = (1-kappa)/2*surface_concentration_total* ...

exp(-alpha/(2*Da)*(x-alpha*t)).*F1;

Cb = kappa/2*surface_concentration_total* ...

exp(-alpha/(2*Db)*(x-alpha*t)).*F2;

C_total = Ca + Cb;

C_total(find(C_total < 1e15)) = 1e15;

C_total(x <= x0) = surface_concentration_total;

140 total_doping = C_total;

C_active = C_total;

C_active(C_active >= surface_concentration_active) = ...

surface_concentration_active;

active_doping = C_active;
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x = x*1e-2; % cm -> m

end

end

150

% Calculate sheet resistance.

% Units: ohms

function Rs = sheet_resistance(self)

[x, active_doping, total_doping] = self.doping_profile();

% Units: x -> m, doping -> N/cm^3

conductivity = self.conductivity(active_doping); % ohm-cm

Rs = 1/trapz(x*1e2, conductivity); % convert x to cm pre-integration

end

160 % Effective carrier density, N/m^2

function Nz = Nz(self)

[z, N_active, N_total] = self.doping_profile();

[mu, sigma] = self.mobility(N_active, self.T);

% Nz_total = trapz(z, N_active*1e6) % doping: N/cm^3 -> N/m^3

Nz = 1e4*trapz(z*1e2, N_active.*mu)^2/trapz(z*1e2, N_active.*mu.^2);

end

function plot_doping_profile(self)

[x, active_doping, total_doping] = self.doping_profile();

170 figure

hold all

plot(x, total_doping)

plot(x, active_doping)

hold off

set(gca, ’yscale’, ’log’);

xlim([0 self.t])

end

function x_j = junction_depth(self)

180 [x, active_doping, total_doping] = self.doping_profile();

x_j = x(find(active_doping == 1e15, 1));

end
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function alpha = alpha(self)

alpha = self.default_alpha; % use the alpha from the superclass

end

% ==================================

% ========= Optimization ==========

190 % ==================================

function scaling = doping_optimization_scaling(self)

diffusion_time_scale = 1e-3;

diffusion_temp_scale = 1e-3;

scaling = [diffusion_time_scale diffusion_temp_scale];

end

function self = doping_cantilever_from_state(self, x0)

self.diffusion_time = x0(6);

200 self.diffusion_temp = x0(7);

end

function x = doping_current_state(self)

x(1) = self.diffusion_time;

x(2) = self.diffusion_temp;

end

% Set the minimum and maximum bounds for the cantilever state

% variables. Bounds are written in terms of the initialization

210 % variables. Secondary constraints (e.g. power dissipation,

% piezoresistor thickness rather than ratio, resonant frequency)

% are applied in optimization_constraints()

function [lb ub] = doping_optimization_bounds(self, parameter_constraints)

min_diffusion_time = 5*60; % seconds

max_diffusion_time = 90*60;

min_diffusion_temp = 273+800; % K

max_diffusion_temp = 273+1000;

220 % Override the default values if any were provided
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% constraints is a set of key value pairs, e.g.

% constraints = {{’min_l’, ’max_v_bridge’}, {5e-6, 10}}

if ~isempty(parameter_constraints)

keys = parameter_constraints{1};

values = parameter_constraints{2};

for ii = 1:length(keys)

eval([keys{ii} ’=’ num2str(values{ii}) ’;’]);

end

end

230

lb = [min_diffusion_time, min_diffusion_temp];

ub = [max_diffusion_time, max_diffusion_temp];

end

function x0 = doping_initial_conditions_random(self, parameter_constraints)

[lb, ub] = self.doping_optimization_bounds(parameter_constraints);

diffusion_time_min = lb(1);

diffusion_time_max = ub(1);

240

diffusion_temp_min = lb(2);

diffusion_temp_max = ub(2);

% Generate the random values

diffusion_time_random = diffusion_time_min + ...

rand*(diffusion_time_max - diffusion_time_min);

diffusion_temp_random = diffusion_temp_min + ...

rand*(diffusion_temp_max - diffusion_temp_min);

250

x0 = [diffusion_time_random, diffusion_temp_random];

end

end

end
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H.2.4 cantileverEpitaxy.m

% Model an epitaxial cantilever (B, P, As well supported)

% Assumes negligible dopant diffusion

classdef cantileverEpitaxy < cantilever

properties

dopant_concentration

t_pr_ratio

end

methods

10 function self = cantileverEpitaxy(freq_min, freq_max, l, w, t, ...

l_pr_ratio, v_bridge, doping_type, dopant_concentration, t_pr_ratio)

self = self@cantilever(freq_min, freq_max, l, w, t, ...

l_pr_ratio, v_bridge, doping_type);

self.dopant_concentration = dopant_concentration;

self.t_pr_ratio = t_pr_ratio;

end

function print_performance(self)

20 print_performance@cantilever(self); % print the base stuff

fprintf(’Dopant concentration (per cc): %g \n’, self.dopant_concentration);

fprintf(’PR Thickness Ratio: %g \n’, self.t_pr_ratio);

fprintf(’PR Thickness: %g \n’, self.junction_depth());

fprintf(’\n’)

end

function x_j = junction_depth(self)

x_j = self.t * self.t_pr_ratio;

end

30

function print_performance_for_excel(self, varargin)

% Call the superclass method first

print_performance_for_excel@cantilever(self, varargin);

% varargin gets another set of {} from the cantilever subclasses
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optargin = size(varargin, 2);

if optargin == 1

fid = varargin{1};

elseif optargin == 0

40 fid = 1; % Print to the stdout

else

fprintf(’ERROR: Extra optional arguments’)

end

% Then print out our additional variables

variables_to_print = [self.dopant_concentration, self.t_pr_ratio];

for print_index = 1:length(variables_to_print)

fprintf(fid, ’%4g\t’, variables_to_print(print_index));

end

50 fprintf(fid, ’\n’);

end

% Return the electrically active dopant concentration profile

% Units: cm^-3

function [z, active_doping, total_doping] = doping_profile(self)

n_points = self.numZPoints; % # of points of doping profile

z = linspace(0, self.t, n_points);

% Initialize to the background concentration

60 background_concentration = 1e15;

active_doping = ones(1, n_points)*background_concentration;

% Fill in the epitaxial region, assume active = total

active_doping(z<=self.junction_depth()) = self.dopant_concentration;

total_doping = active_doping;

end

% Calculate sheet resistance

% Units: ohms

70 function Rs = sheet_resistance(self)

conductivity = self.conductivity(self.dopant_concentration); % ohm-cm

Rs = 1/(self.junction_depth()*1e2*conductivity); % t_j -> cm
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end

% We assume a constant concentration so can just integrated to get N_z

% Units: carries/m^2

function Nz = Nz(self)

Nz = self.junction_depth()*self.dopant_concentration*1e6;

end

80

function alpha = alpha(self)

alpha = self.default_alpha; % use the alpha from the superclass

end

% ========= Optimization ==========

function scaling = doping_optimization_scaling(self)

concentration_scale = 1e-19;

t_pr_ratio_scale = 10;

scaling = [concentration_scale t_pr_ratio_scale];

90 end

function self = doping_cantilever_from_state(self, x0)

self.dopant_concentration = x0(6);

self.t_pr_ratio = x0(7);

end

function x = doping_current_state(self)

x(1) = self.dopant_concentration;

x(2) = self.t_pr_ratio;

100 end

function [lb ub] = doping_optimization_bounds(self, parameter_constraints)

min_dopant_concentration = 1e17;

% Approximate solid solubilities at 1000C

switch self.doping_type

case ’boron’

max_dopant_concentration = 2e20;



H.2. OPTIMIZATION CODE 577

110 case ’phosphorus’

max_dopant_concentration = 4e20;

case ’arsenic’

max_dopant_concentration = 8e20;

end

min_t_pr_ratio = 0.01;

max_t_pr_ratio = 0.99;

% Override the default values if any were provided

120 % constraints is a set of key value pairs, e.g.

% constraints = {{’min_l’, ’max_v_bridge’}, {5e-6, 10}}

if ~isempty(parameter_constraints)

keys = parameter_constraints{1};

values = parameter_constraints{2};

for ii = 1:length(keys)

eval([keys{ii} ’=’ num2str(values{ii}) ’;’]);

end

end

130 lb = [min_dopant_concentration min_t_pr_ratio];

ub = [max_dopant_concentration max_t_pr_ratio];

end

function x0 = doping_initial_conditions_random(self, parameter_constraints)

[lb, ub] = self.doping_optimization_bounds(parameter_constraints);

n_min = lb(1);

n_max = ub(1);

140 t_pr_ratio_min = lb(2);

t_pr_ratio_max = ub(2);

% Generate the random values

dopant_concentration_random = 10^(log10(n_min) + ...

rand*(log10(n_max) - log10(n_min))); % logarithmically distributed

t_pr_ratio_random = t_pr_ratio_min + rand*(t_pr_ratio_max - t_pr_ratio_min);
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x0 = [dopant_concentration_random, t_pr_ratio_random];

end

150 end

end
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H.2.5 cantileverImplantation.m

% Model an ion implanted cantilever using lookup tables from TSuprem

% B, P and As are supported with either inert or oxidizing anneal

% environments.

%

% For all conditions, a 250A protection oxide layer is grown

% before the ion implantation.

%

% After the implantation step...

% ’oxide’ -> strip protection oxide, regrow 1500A oxide, inert anneal

10 % ’inert’ -> leave protection oxide, inert anneal, strip oxide

%

% Lookup tables are linearly interpolated. Splines can result

% in negative values (e.g. sheet resistance). Gradient/Hessian

% discontinuities don’t seem to pose a problem for optimization.

%

% The range of the simulation conditions (noted below) is equal to

% the limits of the highest quality data in TSuprem

classdef cantileverImplantation < cantilever

properties

20 implantation_energy; % 20 - 80 keV

implantation_dose; % 2e14 - 2e16 per sq cm

annealing_temp; % 900 - 1100C

annealing_time; % 15 - 120min

annealing_type; % ’inert’ or ’oxide’

lookupTableData

end

methods

% Call superclass constructor

30 function self = cantileverImplantation(freq_min, freq_max, ...

l, w, t, l_pr_ratio, v_bridge, doping_type, ...

annealing_time, annealing_temp, annealing_type, ...

implantation_energy, implantation_dose)

self = self@cantilever(freq_min, freq_max, l, w, t, l_pr_ratio, ...
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v_bridge, doping_type);

self.implantation_energy = implantation_energy;

self.implantation_dose = implantation_dose;

40 self.annealing_type = annealing_type;

self.annealing_temp = annealing_temp;

self.annealing_time = annealing_time;

% Load the lookup table

try

data = open(’lookupTable.mat’);

self.lookupTableData = data;

catch

fprintf(’Dopant type: %s\n’, self.doping_type);

50 fprintf(’Anneal type: %s\n’, self.annealing_type);

fprintf(’Not available\n’);

return;

end

end

function print_performance(self)

print_performance@cantilever(self); % print the base stuff

fprintf(’Implantation energy (keV), dose (cm-2): %.1f %1g \n’, ...

60 self.implantation_energy, self.implantation_dose);

fprintf(’Annealing time (mins), temp (C): %.1f %.1f \n’, ...

self.annealing_time/60, self.annealing_temp-273);

fprintf(’Diffusion length (cm): %1g \n’, self.diffusion_length());

fprintf(’Junction depth (um): %.3f \n’, self.junction_depth()*1e6);

fprintf(’Alpha: %3g \n’, self.alpha());

fprintf(’\n’)

end

function print_performance_for_excel(self, varargin)

70 % Call the superclass method first

print_performance_for_excel@cantilever(self, varargin);
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% varargin gets another set of {} from the cantilever subclasses

optargin = size(varargin, 2);

if optargin == 1

fid = varargin{1};

elseif optargin == 0

fid = 1; % Print to the stdout

else

80 fprintf(’ERROR: Extra optional arguments’)

end

% Then print out our additional variables

variables_to_print = [self.diffusion_time/60, self.diffusion_temp-273];

for print_index = 1:length(variables_to_print)

fprintf(fid, ’%4g\t’, variables_to_print(print_index));

end

fprintf(fid, ’\n’);

end

90

% ==================================

% ======== Doping Profile =========

% ==================================

function annealNumber = annealNumber(self)

switch self.annealing_type

case ’inert’

annealNumber = 1;

case ’oxide’

annealNumber = 2;

100 otherwise

fprintf(’Unknown anneal condition: %s\n’, self.annealing_type);

pause

end

end

% Lookup the concentration profile from the lookup table

function [x, active_doping, total_doping] = doping_profile(self)

x = self.lookupTableData.z; % 10nm spacing from 0 to 5um
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110 n = interpn(x, self.lookupTableData.ImplantDopants, ...

self.lookupTableData.ImplantDoses, ...

self.lookupTableData.ImplantEnergies, ...

self.lookupTableData.AnnealTemps, ...

self.lookupTableData.AnnealTimes, ...

self.lookupTableData.AnnealOxidation, ...

self.lookupTableData.n, ...

x, self.dopantNumber(), self.implantation_dose, ...

self.implantation_energy, self.annealing_temp-273, ...

self.annealing_time/60, self.annealNumber(), ’linear’);

120

% Remove data beyond the device thickness

% We don’t need to remove data beyond the junction because beta/Rs/Nz

% are already just calculated to the junction in the lookup table

n(x > self.t) = [];

x(x > self.t) = [];

% Active = total unless the doping is higher than the solid solubility limit

% which is generally not the case in the ion implantation data

active_doping = n;

130 total_doping = n;

end

% Junction depth. Units = m

function Xj = junction_depth(self)

Xj = interpn(self.lookupTableData.ImplantDopants, ...

self.lookupTableData.ImplantDoses, ...

self.lookupTableData.ImplantEnergies, ...

self.lookupTableData.AnnealTemps, ...

self.lookupTableData.AnnealTimes, ...

140 self.lookupTableData.AnnealOxidation, ...

self.lookupTableData.Xj, ...

self.dopantNumber(), self.implantation_dose, ...

self.implantation_energy, self.annealing_temp-273, ...

self.annealing_time/60, self.annealNumber(), ’linear’);

end
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function Rs = sheet_resistance(self)

Rs = interpn(self.lookupTableData.ImplantDopants, ...

self.lookupTableData.ImplantDoses, ...

150 self.lookupTableData.ImplantEnergies, ...

self.lookupTableData.AnnealTemps, ...

self.lookupTableData.AnnealTimes, ...

self.lookupTableData.AnnealOxidation, ...

self.lookupTableData.Rs, ...

self.dopantNumber(), self.implantation_dose, ...

self.implantation_energy, self.annealing_temp-273, ...

self.annealing_time/60, self.annealNumber(), ’linear’);

end

160 % Nz is an abstract function specifically for this class

% In the other classes (epitaxy, diffusion) we calculate Nz from the profile

% Note that Nz != Nz_total due to current crowding

function Nz = Nz(self)

Nz = interpn(self.lookupTableData.ImplantDopants, ...

self.lookupTableData.ImplantDoses, ...

self.lookupTableData.ImplantEnergies, ...

self.lookupTableData.AnnealTemps, ...

self.lookupTableData.AnnealTimes, ...

self.lookupTableData.AnnealOxidation, ...

170 self.lookupTableData.Nz, ...

self.dopantNumber(), self.implantation_dose, ...

self.implantation_energy, self.annealing_temp-273, ...

self.annealing_time/60, self.annealNumber(), ’linear’);

end

function beta = beta(self)

Beta1 = interpn(self.lookupTableData.ImplantDopants, ...

self.lookupTableData.ImplantDoses, ...

self.lookupTableData.ImplantEnergies, ...

180 self.lookupTableData.AnnealTemps, ...

self.lookupTableData.AnnealTimes, ...

self.lookupTableData.AnnealOxidation, ...

self.lookupTableData.Beta1, ...
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self.dopantNumber(), self.implantation_dose, ...

self.implantation_energy, self.annealing_temp-273, ...

self.annealing_time/60, self.annealNumber(), ’linear’);

Beta2 = interpn(self.lookupTableData.ImplantDopants, ...

self.lookupTableData.ImplantDoses, ...

190 self.lookupTableData.ImplantEnergies, ...

self.lookupTableData.AnnealTemps, ...

self.lookupTableData.AnnealTimes, ...

self.lookupTableData.AnnealOxidation, ...

self.lookupTableData.Beta2, ...

self.dopantNumber(), self.implantation_dose, ...

self.implantation_energy, self.annealing_temp-273, ...

self.annealing_time/60, self.annealNumber(), ’linear’);

% Beta2 is in units of microns, so convert t

200 beta = Beta1 - 2/(self.t*1e6)*Beta2;

end

% Calculated from the dopant diffusion length, not the Si diffusion length

% Based upon personal communications with L.K.J. Vandamme (Jan 2012)

% Note that most experimental data is from boron resistors

function diffusion_length = diffusion_length(self)

switch self.doping_type

case ’arsenic’

D0 = 22.9; %cm2/s

210 Ea = 4.1; %eV

case ’boron’

D0 = 0.76; %cm2/s

Ea = 3.46; %eV

case ’phosphorus’

D0 = 3.85; %cm2/s

Ea = 3.66; %eV

end

diffusivity = D0*exp(-Ea/self.k_b_eV/self.annealing_temp);

diffusion_length = (diffusivity*self.annealing_time)^0.5; %cm

220 end
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% Calculate alpha from sqrt(Dt) using the data I compiled for the book

function alpha = alpha(self)

alpha = 2.469e-10*self.diffusion_length()^-0.598;

end

% ========= Optimization ==========

function scaling = doping_optimization_scaling(self)

annealing_time_scale = 1e-2;

230 annealing_temp_scale = 1e-2;

implantation_energy_scale = 1e0;

implantation_dose_scale = 1e-13;

scaling = [annealing_time_scale, annealing_temp_scale, ...

implantation_energy_scale, implantation_dose_scale];

end

function self = doping_cantilever_from_state(self, x0)

self.annealing_time = x0(6);

self.annealing_temp = x0(7);

240 self.implantation_energy = x0(8);

self.implantation_dose = x0(9);

end

function x = doping_current_state(self)

x(1) = self.annealing_time;

x(2) = self.annealing_temp;

x(3) = self.implantation_energy;

x(4) = self.implantation_dose;

end

250

% Set the minimum and maximum bounds for the cantilever state

% variables. Bounds are written in terms of the initialization

% variables. Secondary constraints (e.g. power dissipation,

% piezoresistor thickness rather than ratio, resonant frequency)

% are applied in optimization_constraints()

function [lb ub] = doping_optimization_bounds(self, parameter_constraints)

min_annealing_time = 15*60; % seconds
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max_annealing_time = 120*60;

260 min_annealing_temp = 273+900; % K

max_annealing_temp = 273+1100;

min_implantation_energy = 20; %keV

max_implantation_energy = 80;

min_implantation_dose = 2e14; %cm-2

max_implantation_dose = 2e16;

% Override the default values if any were provided

270 % constraints is a set of key value pairs, e.g.

% constraints = {{’min_l’, ’max_v_bridge’}, {5e-6, 10}}

if ~isempty(parameter_constraints)

keys = parameter_constraints{1};

values = parameter_constraints{2};

for ii = 1:length(keys)

eval([keys{ii} ’=’ num2str(values{ii}) ’;’]);

end

end

280 lb = [min_annealing_time, min_annealing_temp ...

min_implantation_energy min_implantation_dose];

ub = [max_annealing_time, max_annealing_temp ...

max_implantation_energy max_implantation_dose];

end

function x0 = doping_initial_conditions_random(self, parameter_constraints)

[lb, ub] = self.doping_optimization_bounds(parameter_constraints);

annealing_time_min = lb(1);

290 annealing_time_max = ub(1);

annealing_temp_min = lb(2);

annealing_temp_max = ub(2);



H.2. OPTIMIZATION CODE 587

implantation_energy_min = lb(3);

implantation_energy_max = ub(3);

implantation_dose_min = lb(4);

implantation_dose_max = ub(4);

300

% Generate the random values

annealing_time_random = annealing_time_min + ...

rand*(annealing_time_max - annealing_time_min);

annealing_temp_random = annealing_temp_min + ...

rand*(annealing_temp_max - annealing_temp_min);

implantation_energy_random = implantation_energy_min + ...

rand*(implantation_energy_max - implantation_energy_min);

implantation_dose_random = implantation_dose_min + ...

rand*(implantation_dose_max - implantation_dose_min);

310

x0 = [annealing_time_random, annealing_temp_random, ...

implantation_energy_random, implantation_dose_random];

end

end

end
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