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Abstract

Life is built upon mechanical forces, which play a central role in everything from cell
division to embryonic development. Rather than acting as passive mechanical elements,
cells and molecules sense and actively respond to mechanical loads. One example of
cellular force sensing is mechanotransduction, the conversion of mechanical energy into an
electrical signal, which underlies our senses of hearing, touch and balance. For example,
the cochlear hair cells in your inner ear are exquisitely sensitive and fast, capable of sensing
piconewton-scale forces at the microsecond-time scale. But in order to understand such
fast mechanotransduction processes we must first be able to apply and measure small, fast

forces.

A variety of instruments have been developed for the precise measurement of atomic-
scale forces and displacements in the past 25 years. The most commonly used techniques
are atomic force microscopy, magnetic tweezers, and optical tweezers. Each provides
a tradeoff in force, displacement and time resolution, but none of them are capable of

applying and detecting forces fast enough for the study of cochlear hair cells.

In order to address this technological gap we have developed microfabricated force
probes for the application and measurement of forces at the piconewton- and microsecond-
scale. In order to simultaneously achieve a high resonant frequency (20-400 kHz in air,
10-100 kHz in water), low spring constant (0.3-40 mN/m) and low minimum detectable
force (1-100 pN), the probes are roughly 300 nm thick, 1 micron wide and 30-200 microns
long. Force applied to the cantilever tip is transduced into a voltage by a piezoresistive
silicon strain gauge that is embedded in the beam. Actuation is accomplished through a
piezoelectric aluminum nitride film or a resistively heated aluminum film to enable high-

speed operation without spurious resonant modes. The probes are mass produced on
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silicon wafers using conventional batch fabrication techniques, and their dimensions are
individually adjusted lithographically to accommodate a wide range of desired force and
time resolutions. Optics are not required for sensing or actuation so the probes can be
integrated with any standard upright up inverted microscope.

This thesis presents the design, fabrication and characterization of the force probes.
Several enabling technologies and techniques were developed in the process. We will begin
by discussing the mechanical, electrical and thermal design of the force probes with an
emphasis on piezoresistor design. Numerical design optimization is utilized to satisfy the
numerous design and performance constraints. Next, the seven- and nine-mask fabrication
processes used to manufacture the thermally and piezoelectrically actuated probes will
be presented. The sensing and actuation performance of the probes will be individually
addressed before discussing their integration, particularly crosstalk compensation. Finally,
preliminary data on the measurement of mammalian hair cell kinetics will be presented and
possible future directions will be discussed.

The improved design, fabrication and circuit methodologies described here enable
numerous performance improvements over prior work. For example, piezoresistive
cantilever force resolution is improved 10-20 fold over prior cantilevers of comparable
thickness. Similarly, the crosstalk between the piezoelectric actuator and piezoresistor

sensor are 10-fold smaller than the best results reported to date.
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Chapter 1
Introduction

This thesis will present the development of a force probe capable of sensing and delivering
high-speed atomic-scale forces and displacements. In this chapter we will first introduce
the biological applications that motivated the development of the probe. Based upon
these applications we will develop a set of performance requirements for a high-speed
probe and compare them with the capabilities of conventional scientific force measurement
instruments. The mismatch between requirements and capabilities will motivate the need
for a new type of force probe. We will present the high level design of the probe, and discuss
the alternative sensing and actuation technologies that could have been incorporated into
the probe. Once we select sensing and actuation techniques we will review prior work

before outlining the remainder of the thesis.

1.1 Cochlear hair cell mechanics and physiology

Mechanical forces are central to biological processes. Examples range from macroscale
skeletal development to the movement of molecular motors and proteolysis at the mi-
croscale [1,2]. Cells and molecules are not passive mechanical components, however;
they sense, adapt, and respond to forces. One way in which cells sense force is by coupling
a mechanical load to the opening of an ion channel. The conversion of mechanical energy
into an electrochemical signal (mechanotransduction) underlies our senses of hearing,

proprioception and touch amongst many other important processes. If our goal is to

1
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understand biology then, it is necessary to measure the forces that cells generate and

respond to.

Sensory hair cells are an important and widely studied example system for mechan-
otransduction. The hair cells located in the cochlea and vestibular system are responsible
for the ability of vertebrates to sense sound and head orientation, respectively. Hair cells
are exquisitely sensitive and fast, transducing nanometer- and piconewton-scale deflections
and forces into ionic currents at the microsecond scale. The speed of mechanotransduction
varies between organisms and determines the upper frequency limit of hearing. Examples
of upper frequency limits include turtles (1 kHz), bullfrogs (3 kHz), most birds (7-12 kHz),
humans (23 kHz), dogs (45 kHz), mice (91 kHz) and bats (110 kHz) [3]].

While the measurement of small, fast forces is a general challenge in mechanobiology
and molecular force spectroscopy, we will focus on hair cells because the fast force probes
developed in this thesis were specifically designed for the study of hair cells. Beyond
biology there are numerous applications for high bandwidth scanning probes with pN-scale
force resolution (e.g. magnetometry [4]) that the probes developed in this thesis could be

used for with little to no modification.

In this section we will briefly review hair cell mechanics and physiology to motivate
the experiments that the fast force probes were designed for; more in-depth discussion and
background information can be found in Ref. [5]. We will focus on two specific hair cell
experiments that would benefit from faster measurements: bundle mechanics and channel

kinetics.

The structure of the human ear is shown in Figure Incoming sound waves vibrate
the tympanum (labeled ’t’ in Figure [1.1), which is mechanically coupled to the middle
ear. The middle ear consists of three bones, the malleus (m), incus (i) and stapes (s),
which couple the tympanum vibration to the innear ear. The middle ear also serves as an
acoustic impedance transformer between the low impedance air in the outer ear and the
high impedance fluid in the cochlea. Movement of the stapes initiates a traveling wave in
the cochlea that induces motion in the basilar membrane, which is where the cochlear hair
cells are located. The stapes presses on the oval window and deformation of the round
window (rw) enables the fluid flow within the cochlea. The location of maximum vibration

varies with frequency, with the highest frequencies nearest to the oval window. In other
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Figure 1.1: The structure of the ear. Sound waves vibrate the tympanum and are relayed
to the cochlea through the middle ear, which acts as an acoustic impedance transformer
between the air in the outer ear and fluid in the inner ear. Movement of the stapes initiates
a propagating pressure wave in the cochlea. The cochlear hair cells sit on the basilar
membrane. (inset) The location of maximum vibration varies with frequency (in kHz), with
the highest frequencies nearest to the middle ear. Reprinted from Ref. [6]] with permission
from Nature Publishing Group.

words, the cochlea functions as a spatially-multiplexed spectrum analyzer.

The hair bundle of a turtle cochlear hair cell is shown in Figure [[.2h. The hair bundle
consists of many stereocilia arranged into rows. Deflection of the bundle towards the tallest
row opens mechanosensitive ion channels located at the tip of each stereocilium. The
mechanotransducer currents evoked by a step deflection in a turtle hair cell are shown
in Figure [I.2b. The response appears to be band-pass filtered; the initial current rise is
limited by the bandwidth of the hair cell while the current drops over time due to adaptation

processes within the bundle.

A cross-section through the cochlea is shown in Figure [I.3] illustrating the location of
hair cells within the cochlea. Basilar membrane vibration is transduced into hair bundle
deflection by the tectorial membrane, which the hair bundles press against or have their

tips embedded in. The relative motion between the hair cell body and tectorial membrane
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Figure 1.2: Mechanotransduction in cochlear hair cells. (a) Scanning electron micrograph
showing the hair bundle of a turtle hair cell. The height of the stereocilia increases
between rows. The scale bar is 1 um. (b) Mechanotransducer currents in response to a
step displacement for a voltage-clamped turtle hair cell. Deflections towards the tallest
hair bundle row (positive) evoke an inward current. The current rapidly adapts to a
constant force, although the adaptation rate depends the amplitude of the bundle deflection.
Reprinted from Ref. [[7] with permission from Elsevier. ©2001 Elsevier.

deflects the bundles laterally, opening the mechanotransduction channels located in the
bundle stereocilia. The open channels allow potassium and calcium ions to enter the

cell. Cell depolarization opens additional voltage-gated channels, eventually leading to

neurotransmitter-release.

In the mammalian cochlea, hair cells are arranged into three rows of outer hair cells
(OHCs) and one row of inner hair cells (IHCs). Other vertebrates (such as bullfrogs
and turtles) only have a single type of cochlear hair cell but can have many hair cell
rows. Sound perception is driven by IHCs while OHCs contribute frequency tuning and
signal amplification to the system. The OHCs can couple electrical signals back into

mechanical motion through prestin, a voltage-dependent motor protein in the cell body, and
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Figure 1.3: The arrangement of hair cells within the cochlea. (a) Reptiles only possess one
type of hair cell while (b) mammals have both inner and outer hair cells. Both types of
hair cells have distinctive stereocilia bundles that protrude from their top surfaces. Sound-
induced vibration the basilar membrane (indicated by the red vertical arrows) deflects the
hair cell bundles with respect to the tectorial membrane (indicated by the red horizontal
arrows). The bundle deflection opens mechanosensitive ion channels in the bundle tips,
converting the mechanical sound pressure into an electrochemical signal. Reprinted from
Ref. [[7] with permission from Elsevier. ©2001 Elsevier.

through motor proteins in the stereocilia that are coupled to channel gating. The relative
contributions of prestin and channel gating is controversial, and is one of the applications

where higher-speed force measurements would be helpful [6,/7].

The structure of the hair cell bundle is shown in more detail in Figure[I.4] Motion of the

bundle is transduced into the opening of ion channels due to the height difference between
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Figure 1.4: Diagram of mechanotransduction in a pair of stereocilia. Deflection towards
the taller stereocilium opens the mechanotransducer channels, located at the tip of each
stereocilium, due to their height difference. The stereocilia rotate about their bases in
response to a load because they are packed with a dense network of actin filaments, making
them relatively stiff. The upper end of the tip link is attached to myosin motor proteins,
which move along the actin filaments to allow the adaptation to continuous loads. Reprinted
from Ref. [[7] with permission from Elsevier. ©2001 Elsevier.

stereocilia rows and the tip links that connect them. The mechanotransduction channels are
located in the tip of each stereocilium. There can be up to six channels per tip link with
more than 200 channels per bundle. The conductance of a single channel is fairly high
(= 100 pS), yielding peak mechanoreceptor currents on the order of 1 nA assuming 200
channels and a resting potential of -80 mV [8]. The height and diameter of the stereocilia
as well as the number of rows varies between species and tonotopically within the cochlea,

with hair cells nearest to the incoming pressure wave sensing the highest frequencies.
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Figure 1.5: Adaptation and force generation processes. (a) A force step of approximately
28 pN is delivered to a turtle hair cell bundle via a flexible fiber. Mechanoreceptor currents
adapt to the continuous load. Bundle deflection initially overshoots the steady-state position
due to variation in the bundle stiffness over time. (b) Reducing the concentration of calcium
ions in the surrounding fluid from 2.8 mM to 50 uM slows current adaptation and reduces
both the speed and magnitude of the mechanical adaptation. Reprinted from Ref. [[7] with
permission from Elsevier. ©2001 Elsevier.

Hair cell mechanoreceptor currents adapt to static loads through fast and slow adap-
tation processes [8,[9]. Fast adaptation is due to ion channel inactivation, while slow
adaptation is due to the movement of molecular motors. In the case of fast adaptation,
incoming calcium ions bind to the transduction channel and stabilize the closed channel
conformation, shifting the open probability distribution of the channel. Slow adaptation is
caused by the continuous climbing of motor proteins within the stereocilium that maintain

tension in the tip link.
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1.1.1 Bundle mechanics

The first measurement that would benefit from faster stimulus delivery is measuring bundle
mechanics. Hair cell mechanics also adapt to loads. In Figure [I.5] a flexible glass fiber
applies an approximately 28 pN step force to a turtle hair cell bundle. The load induces
approximately 20 nm deflection of the bundle, measured by projecting the image of the
flexible fiber onto a pair of photodiodes and assuming that the fiber remains in contact with
the bundle. The deflection of the bundle is initially quite high and decays to its steady-
state position as the channels close, suggesting that changes in channel conformation are
coupled to changes in bundle mechanics. Reducing the concentration of calcium ions in
the surrounding fluid from 2.8 mM to 50 uM slows current adaptation and reduces both the

speed and magnitude of the active component of the bundle mechanical response.

Figure [1.6] illustrates the conventional approach to measuring bundle mechanics and
variation in bundle mechanics with time in more detail. As seen in Figure @}a a silicone
bead is attached to the tip of a flexible glass fiber. A small bead (=~ 3 micron diameter) is
typically used to interface with the V- or W- shaped bundle of outer hair cells. The shape
and size of the bundles vary tonotopically throughout the cochlea due to the variation in
sound frequencies that the bundles are optimized to detect. The glass fiber is mounted
on a macroscale piezoelectric actuator, enabling micron-scale movement of the fiber. The
probability that one of the several hundred ion channels in the bundle is open varies with the
deflection of the bundle (Figure [I.6b). The response typically saturates for a deflection on
the order of 500 nm, saturating at slightly smaller deflections when the stimulus is applied
more rapidly. As noted earlier, fiber and bundle motion is measured by projecting the image

of the fiber or bead onto a position sensitive photodiode.

A flexible fiber with stiffness comparable to the bundle (= 1 pN/nm) is used in order
to allow the applied force and deflection of the bundle to be simultaneously measured.
Force is calculated by calibrating the spring constant of the fiber and calculating the fiber
deflection from the difference between the motion of the piezoelectric stack and the tip of
the flexible fiber. However, the small spring constant and large mass of the bead and fiber
leads to the first-resonant mode of the system having a fairly low frequency. The fastest

flexible fiber system reported to date had a -3 dB bandwidth on the order of 2 kHz in water,
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Figure 1.6: Measuring bundle mechanics. (a) A flexible glass fiber is mounted on
a piezoelectric actuator with an ~ 3 micron diameter silicone bead on its tip. The
piezoelectric drive signal is filtered at 1.5-2 kHz in order to avoid exciting the first-resonant
mode of the fiber. (b) Channel opening probability varies with bundle deflection and
saturates for a roughly 500 nm deflection. (c) Bundle mechanics vary with time. When
the bundle is deflected faster than the channel gating latency, the passive mechanical
response of the bundle dominates. When measured more slowly, both the passive and active
components of the bundle mechanical response are measured. Reprinted from Ref. [6]] with
permission from Nature Publishing Group.

D

yielding a 10-90% rise time of 150 ps [10].
The bundle mechanics vary with both time and bundle deflection (Figure [I.6c). When

measured on a timescale shorter than channel gating, the bundle appears to be a passive
mechanical element. But when measured more slowly, the bundle stiffness varies with
deflection due to active processes. In Figure [I.6c a region of negative stiffness is shown,
which would lead to positive-feedback and mechanical amplification. Whether or not the
effective stiffness of the bundle becomes negative, the bundle stiffness varies over time
due to mechanical adaptation which could contribute to the cochlear amplifier. The other

amplification mechanism (prestin in the cell body) is based upon changes in cell voltage,
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so 1s filtered by the capacitance of the cell membrane at approximately 1 kHz and thus may
become less important as the frequency of the incoming sound wave increases [10].
Bundle mechanics are typically modeled as a combination of passive and active

processes according to

F = xkp —Apo(x,t) + Fy (1.1)
k:kp—A% (1.2)

where k;, is the passive bundle stiffness, A is a scaling constant and p, is the open
probability of the channel, which varies with both bundle deflection and time due to
adaptation processes. Channel gating generates a force in the same direction as the applied
force, leading to variation in bundle stiffness with deflection and time. Bundle stiffness
reaches a minimum when the channel open probabily varies most rapidly with deflection
(Figure[1.6p and c).

The channels in turtle and frog OHCs are slow enough to enable the instantaneous
measurement of bundle stiffness with a flexible fiber, but mammalian OHCs, which
operate to much higher frequencies, are faster than conventional measurement techniques.
The maximum frequency at which bundle force generation can contribute to signal
amplification within the mammalian cochlea is unclear due to the limited speed of the

flexible fiber approach.

1.1.2 Channel kinetics

The second measurement that would benefit from faster stimulus delivery is measuring
ion channel kinetics (Figure [[.7). As noted earlier it takes a finite amount of time for
the ion channels in the bundle to open (activation), after which they immediately begin to
close due to the binding of calcium ions to the channel and the movement of molecular
motors (adaptation). If stimuli are delivered to the bundle much faster than the activation
and adaptation rates of the hair cell then the channel kinetics can be modeled. While the

kinetics of bullfrog and turtle hair cells have been measured [[12}/13]], mammalian hair cells
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Figure 1.7: Measuring channel kinetics. Bundles are deflected using a stiff glass probe
mounted on a piezoelectric stack. The increased stiffness of the probe allows the actuation
signal to be filtered at 5-10 kHz, yielding probe rise times of 50-100 pus. Probe deflection is
shown in the first row and mechanoreceptor current is shown in the second and third rows
for high (1.5 mM) and low (50 uM) concentrations of calcium ions. The first column (a)
shows the entire response of the cell while the second column (b) focuses on the stimulus
onset. The speed of channel activation is limited by the speed of stimulus delivery (50410
us). Reprinted from Ref. [[11] with permission from Nature Publishing Group.

are significantly faster and their activation kinetics have not been successfully measured to

date.

A stiff glass probe is typically used to stimulate the hair bundle when focusing on
channel kinetics. If the probe is much stiffer than the bundle then the probe does not
deflect during stimulus delivery and the bundle tracks the motion of the piezoelectric
actuator. While bundle mechanics can not be measured accurately in this configuration,
it enables the actuator signal to be filtered at a higher frequency. For example, the actuator
signal was filtered at 5-10 kHz in Ref. [11], yielding a 10-90% rise time of 50-100 us.
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Figure 1.8: Applications of fast force probes to cochlear hair cells. There are two
immediate cochlear hair cell measurements that would benefit from faster stimulus
delivery: mechanics and kinetics. Both measurements have been performed on frog
and turtle hair cells, but mammalian hair cells are faster than conventional methods that
employ macroscale glass probes. Increasing the rate of stimulus delivery would enable
new cochlear hair cell science.

However, mammalian hair cell activation is faster than 50 ps and only hair cell adaptation
kinetics could be extracted from those measurements. The ideal force probe for kinetics
measurements would have a much faster rise time than the hair cells being studied, ideally
on the order of 1-10 ps. In order to measure such rapidly changing mechanoreceptor

currents the speed of the patch clamp would need to be increased as well.

In summary, there are two immediate cochlear hair cell measurements that would
benefit from faster stimulus delivery: mechanics and kinetics (Figure [I.8). Active
mechanical processes in mammalian OHCs contribute to cochlear amplification but it is
unclear what frequency active bundle mechanics can operate up to. Existing methods
have used flexible glass fibers and have been limited to rise times of approximately 150
us. Channel activation has been measured at higher speeds (50 ps) but stimulus delivery
remains too slow to extract the channel kinetics. In both cases a bundle deflection of
less than 1 micron is required to saturate the hair cell response. Other measurements
include measuring prestin-generated OHC forces and deflections, but bundle mechanics
and channel kinetics have been the driving force behind the development of a faster force

probe.



1.2. FORCE PROBE DESIGN REQUIREMENTS 13

Table 1.1: Summary of probe performance requirements. The main difference between
the mechanics and kinetics experiments is the maximum probe stiffness. In the case of
mechanics, the stiffness of the probe should roughly match the stiffness of the hair cell
bundle in order to balance force and displacement resolution for the calculation of bundle
stiffness. The mechanics probe should have as high of a resonant frequency as possible
while satisfying the stiffness constraint. There is no stiffness constraint in the case of
measuring channel kinetics - the probe should simply apply the stimulus as rapidly as
possible. The rise times to date are from Refs. [10] and [11].

Mechanics Kinetics
Hair cell type(s) OHCs OHC:s and IHCs
Probe stiffness (pN/nm) 1-5 10-100
Minimum probe deflection (nm) 300 300
Best rise time to date (us) 150 50
Target rise time (s) 20-50 1-10
Displacement resolution (nm) 1-10 1-10
Force resolution (pN) 1-100 1-100

1.2 Force probe design requirements

In this section we will discuss the performance and design requirements for an improved
high speed force probe. We will focus on the hair cell measurements, but want to emphasize
that numerous other applications in biology and surface science could benefit from fast,
soft force probes. Table summarizes the performance of existing hair cell probes
and the ideal performance of a new force probe. In particular, the spring constant of a
probe designed for studying bundle mechanics should closely match the stiffness of the
bundle (1-5 pN/nm) in order to balance the force and displacement resolution of the system.
Mechanics experiments have been performed up to approximately 2 kHz to date (= 150 pus
rise time) [[10]. Decreasing the rise time to 20-40 ps, corresponding to a resonant frequency
of roughly 8-16 kHz, should provide new information about the upper speed limits of active

bundle processes.

We will relate the 10-90% rise time of a system to its resonant frequency several times
in this chapter and repeatedly throughout the rest of the thesis. The rise time of a second-

order system can be calculated from its resonant frequency (fp) and quality factor (Q) as
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where § = 1/2Q. The rise time calculated from (1.3)) is accurate to 0.5% for { values
ranging from O to 0.9 [14]. The rise time of a critically damped system (Q = 1/ V2) is

(1.3)

roughly equal to 1/3fy. For the force probes developed in this thesis, the quality factor
varies from approximately 2 to 10 in air and 0.5 to 1 in water. In most situations we will
conservatively approximate the rise time of a system as #, &~ 1 /3 fy. In the limit of Q — oo
the rise time approaches 1/6f; so our conservative assumption is off by a factor of two at

most.

Kinetics measurements are not limited by probe stiffness because the only goal is to
stimulate the bundle faster than the ion channels can open. Increasing the probe stiffness
allows for faster stimulus delivery. However, in order to increase the speed of stimulus
delivery the length of the probe must be decreased. A shorter probe leads to less deflection
at the tip, and our minimum target deflection of 300 nm prevents the use of extremely short
force probes. A rise time of 1-10 ps translates to a resonant frequency in water of roughly
30-300 kHz. Due to viscous damping, these correspond to resonant frequencies in air of

50-500 kHz depending on the geometry of the probe.

The force and displacement resolution of the probe should be on the order of 1-100 pN
and 1-10 nm for both measurements. Achieving that level of force resolution becomes
increasingly difficult as the measurement bandwidth increases due to the simultaneous
increase in the probe spring constant and integrated noise. Both measurements require
stimulus delivery at relatively high frequencies without any spurious resonant modes below
the resonant frequency of the probe, making it necessary to integrate the probe with the

actuator rather than relying on an external, macroscale actuator.

The typical experimental setup for studying cochlear hair cell physiology is shown in
Figure[I.9] A section of the cochlea is excised from an animal, or hopefully soon, produced
from embryonic or induced pluripotent stem cells as in Ref. [15]. The tissue is mounted
in a chamber on an upright microscope in order to enable the continuous perfusion of a
salt solution. The salt solution is intended to mimic the perilymph solution within the

intact cochlea in order to keep the tissue alive for several hours. Experiments can only be
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Figure 1.9: Hair cell experimental setup. A section of the cochlea is excised and mounted
on an upright microscope in a perfusion chamber. The chamber is continuously perfused
with a salt solution (not shown). The mechanoreceptor currents are recorded with a patch
clamp electrode in a whole-cell voltage clamp configuration. The bundle is stimulated with
a force probe, depicted as a stiff glass fiber in this case. The force probe must approach
from a 10-15° angle in order to avoid crashing into the tissue and the microscope objective.
A 60x or 100x objective is typically used with a working distance of 1-2 mm.

performed while the tissue is alive and in a physiologically relevant state [5]]. After patching
onto the hair cell in a whole-cell voltage clamp configuration, stimuli can be delivered to
the bundle. The salt solution is grounded using a reference electrode (e.g. Ag/AgCl) in

order to control the voltage of the cell with respect to the solution.

Experiments need to be performed on an upright rather than inverted microscope due
to the presence of the tissue, making it significantly more challenging to fit the patch
clamp pipette and force probe into the experimental setup. The magnification and working
distance of the objective are usually 40-100x and 1-3mm, respectively. Depending on
whether mechanics or kinetics are being studied the force probe may be a flexible glass

fiber or stiff glass probe. If OHCs are being studied, the probe may need to have a 2-5
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micron diameter bead attached to its tip to fit into the V- or W-shaped bundle.

The experimental setup adds several constraints to the design of our fast force probe.
First, the probe needs operate in a grounded salt solution without corroding. Second, the
probe needs to electrically insulated from the solution and should inject less than 500
pA of peak current through capacitive coupling in order to avoid interfering with the
mechanoreceptor current measurements (Figure [I.2)). Third, the tip of the probe should
be flat for IHC measurements and round for OHC measurements. Fourth, the silicon die
that the force probe is attached to needs to be relatively long and narrow (at least 5-10 mm
long and less than 1 mm wide) in order to fit between the microscope objective and tissue
sample. Fifth, the probe needs to allow for both actuation and sensing at frequencies of up

to 10-20 kHz for mechanics measurements and 100-200 kHz for kinetics

1.3 The limits of existing force probes

We can examine conventional force probes based upon these requirements. Devices
sensitive enough to measure the force required to break a single hydrogen bond, to stall
a single molecular motor, and to flip the spin of a single electron have been developed
[16-18]. The main issue limiting their application to cochlear hair cells is not force or
displacement resolution, but the tradeoff between spring constant and time resolution.

Figure [I.10] plots the probe spring constant against time resolution for optical tweezers
(OT), magnetic tweezers (MT), atomic force microscope cantilevers (AFM) and the
macroscale probes used for most hair cell measurements to date (M). The range of
performance goals discussed in the last section is plotted for comparison. Optical tweezers,
magnetic tweezers and atomic force microscope cantilevers have been applied to measure
the mechanical properties of cells in hundreds of papers and we quote performance ranges
from two recent review papers for succinctness [[19,20]. The definition of time resolution
varies between papers, but we will generally equate time resolution to the 10-90% rise time
of the measurement system, calculated from @)

Time resolution and spring constant are directly related. Each of the measurement
techniques in Figure can be approximated as an undamped simple harmonic oscillator

(SHO) in order to calculate resonant frequency as
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Figure 1.10: Existing force measurement techniques do not satisfy the spring constant
and time resolution combination needed for the study of cochlear hair cells. Optical
tweezers (OT), magnetic tweezers (MT), atomic force microscope cantilevers (AFM) and
macroscale probes (M) are plotted against the cochlear hair cell application requirements
for comparison.
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where k. is the spring constant and m.g is the effective mass of the system. Substituting
(T.4) into (1.3) we can calculate the rise time as

Meff
kc '

t; o< (15)

In order to decrease the rise time either the mass needs to decrease or the spring constant
needs to increase.

Optical and magnetic tweezers are limited primarily by the maximum trap stiffness.
Trap stiffness scales with laser light intensity, numerical aperture, bead dielectric constant

and bead size in the case of optical tweezers and the magnetic field gradient, bead
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permittivity and bead size in the case of magnetic tweezers [21]. While bead mass and
spring constant are coupled, the maximum stiffness is limited to less than 1 pN/nm in both
cases [20].

Atomic force microscope cantilevers are limited by their minimum size. More
precisely, micromachined cantilevers that detect forces optically have a minimum possible
size of 5-10 um due to the spot size of the laser beam bounced off of the cantilever [22].
While their dimensions can be reduced further through the addition of metallized light
reflecting paddles [[17]], micromachined cantilevers with the spring constant and resonant
frequency combination needed to study cochlear hair cells have not been produced to date.

We can analyze the cantilever beam geometry in further detail. The spring constant and

effective mass of an end-loaded cantilever beam can be calculated from

Ecwctg
ke = 1.
meff — O.243pcchth- (1.7)

where E. and p. are the elastic modulus and density of the cantilever beam and [, w,
and 7. are its length, width and thickness, respectively.
The product of spring constant and rise time, which we would like to minimize, scales

as

o \/Ecpcwctc2

kety I

(1.8)

revealing that the k.t, product scales as [L]> where [L] is the overall length scale of the
device. This model of cantilever mechanics, while fairly simple, captures the key challenge
in improving force probe performance. Second order details, such as fluid damping and
mesoscale effects on cantilever material properties, will be discussed in the following
chapters.

From this analysis we can determine what the ideal force probe would look like (Figure
[L.TT). From (I.5)) we know that it should have the smallest possible size and should allow

the spring constant to be adjusted over a wide range. The smallest possible probe would
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Figure 1.11: The ideal force probe is a one-dimensional beam. While a 1D force probe is
more massive than a 0D probe (i.e. a bead), the length of the 1D probe can be adjusted in
order to yield a large range of spring constants. Shifting the probe from 1D to 2D (e.g. to

add tines for capacitive sensing and actuation) adds additional mass to the system, reducing
system performance.

be infinitesimally small in all three dimensions, i.e. a bead. But as we have discussed,
while the mass of a bead can be made quite small, its maximum possible spring constant is
generally limited because it can not be adjusted geometrically.

Adding an additional dimension to the probe allows the spring constant and mass of the
probe to be adjusted over an arbitrary range. Increasing the dimensionality of the probe any
further, such as the addition of tines for capacitive sensing and actuation, only increases the
mass of the probe further and necessarily increases the k.t product. We would argue that
the cantilever beam is the smallest possible geometry that allows the geometric adjustment
of probe spring constant; any other dimensions or any other shape adds mass to the system
which reduces the performance envelope of the force probe. We will focus our attention on
the cantilever beam geometry for the remainder of the thesis.

We can quickly estimate how small the cantilever would need to be in order to satisfy the
cochlear hair cell spring constant and rise time requirements. Figure plots the spring
constant as a function of the rise time for silicon cantilever beams of varying thickness.
The stiffness and rise time are calculated from (1.3) and (I.6) for a single crystal silicon
beam oriented in the <100> direction. The beam width in the calculations is equal to

twice the beam thickness (in order to suppress lateral oscillations) and the length is varied
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Figure 1.12: Stiffness and rise time for cantilever beams of varying thickness in air (solid
lines) and water (dashed lines). While a force probe for studying channel kinetics (f, ~ 1 ps
and any spring constant) could be fabricated from any beam thickness, a bundle mechanics
probe (f; < 50 us, k. =~ 1 pN/nm) would require a roughly 250 nm thick beam. Resonant
frequencies and quality factors in both air and water are calculated from Ref. [23].

in order to sweep the possible combinations of rise time and spring constant. The resonant
frequencies are calculated assuming operation in either air or water using the lookup tables
in Ref. [23]]. We will discuss the dynamics of cantilever motion in water in more detail in
the next chapter, but for now, we simply want to illustrate the effect of water operation on

rise time.

While a force probe for studying channel kinetics (#, ~ 1 us and any spring constant)
could be fabricated from any beam thickness, a bundle mechanics probe (¢, < 50 us, k. ~
1 pN/nm) requires a relatively thin beam in order to satisfy both design constraints. The
results indicate that if the cantilever were operating in air the cantilever beam could be up
to 1 um thick, but water operation requires a thinner, shorter cantilever due to the increased

damping and mass loading.

In summary, the ideal force probe would be as small as feasibly possible and
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manufactured from a material with the smallest possible product of elastic modulus and
density. A cantilever beam geometry allows the spring constant adjustment over a wide
range without any excess mass. If the cantilever beam is fabricated from silicon, it would
need to be roughly 250 nm thick and 500 nm wide in order to meet the spring constant and
rise time requirements of the bundle mechanics application. In the next chapter we will

expand upon the force probe design in much more detail.

1.4 Microscale transduction techniques

In this section we will briefly review the most common microscale sensing and actuation
techniques. We will discuss the performance, scaling, and limitations of each technique in
the context of the cochlear hair cell experiments. Performance will mostly be discussed
qualitatively because we have not discussed models for noise, sensitivity and resolution
yet. We hope to provide at least an imperfect understanding of the relative strengths and
weaknesses of each technique in order to motivate the design used for the fast force probe.

We refer the interested reader to Refs. [24-27] for more comprehensive reviews.

1.4.1 Force sensing techniques

There are numerous techniques for transducing mechanical loads into an electrical signal.
The four most common sensing techniques are optical, piezoresistive, piezoelectric and
capacitive [28]]. All four techniques can be integrated into micromachined cantilever with
varying degrees of complexity.

The optical detection of micromachined cantilever motion was pioneered by Binnig,
Quate and Gerber in 1986 [29]]. Its predecessor, the scanning tunneling microscope
transduced probe-sample spacing from the electron tunneling current between a sharp
tip and conductive sample [30]. Shifting to optical transduction allowed the analysis of
insulating samples and lead to the widespread use of the atomic force microscope.

Optical detection is still the dominant measurement technique for sensing the deflec-
tion of micromachined cantilevers. Deflections can be measured optically using either

interferometry or the optical lever technique. For simplicity we will focus on measuring
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Figure 1.13: Optical transduction of cantilever beam deflection. A laser beam is reflected
off of the back of the cantilever and onto a position sensitive photodetector (PSPD). The
laser spot is centered onto the PSPD using a mirror (not shown). The PSPD is typically a
two- or four-segment reverse biased photodiode, and movement of the laser spot leads to
changes in current between the PSPD segments. The current is tranduced to a voltage using
a transimpedance amplifier.

the deflection of a cantilever beam via the optical lever principle (Figure [I.13). Both
approaches are discussed extensively by Solgaard [31]]. By increasing the distance between
the cantilever beam and the photodetector the force and displacement resolution of the
system can be improved far beyond the limits of simply projecting the image of the

cantilever directly onto the photodetector.

Optical detection has two major advantages over the other techniques. First, it yields
the best possible displacement and force resolution. Without going into the details yet, the
measurement resolution of any sensor is fundamentally limited in the best possible case by
Brownian motion, otherwise known as thermomechanical noise [32]]. Other noise sources,
whether from electronic or mechanical sources, simply add to the thermomechanical noise
floor. While the three other sensing techniques (piezoresistive, piezoelectric and capacitive)
have certain benefits over optical transduction, they have greater displacement and force

noise in most circumstances. The second major advantage of optical detection is that the
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Figure 1.14: The hair bundle must be deflected parallel to the top surface of the cell.
Measuring the deflection of the cantilever (shown in cross-section) via laser beam bounce
would require the addition of a second, side-view microscope objective. This would pose
practical challenges in terms of space and obtaining a clear view around the surrounding
tissue. Measuring the cantilever deflection by projecting its image directly onto the
photodetector is possible but still challenging and prone to spurious signals.

force probe fabrication would be relatively simple. All of the electronics and complexity

in using optical readout is located far away from the cantilever.

The challenge in applying optical detection to cochlear hair cell experiments is that
the hair bundles must be deflected parallel to the top surface of the cell (Figure [I.14).
This necessitates either adding a second microscope objective to the system for a side-
view [33]] or projecting the image of the cantilever beam as seen from the top directly onto
the photodetector. The first option is challenging in practice and the second option would
lead to degraded force and displacement resolution compared to the beam bounce method

and other transduction techniques [34]].

A second challenge, although not specific to the cochlear hair cell problem, is that
the cantilever beam must reflect sufficient laser light. Silicon and silicon nitride, two
commonly used materials, are not particularly reflective and a substantial fraction of the
incident light will simply pass through the cantilever if it is sufficiently thin (< 1 wm thick).

The cantilever can be coated with a thin layer of metal, then the bilayer beam structure
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Figure 1.15: All-electronic techniques for transducing cantilever deflection. Piezoresistive,
piezoelectric and capacitive sensing techniques transduce a change in the force applied to
the tip of the cantilever into a change in the resistance of the piezoresistor, the polarization
of the piezoelectric film, or a change in the capacitance between the cantilever and a
stationary surface, respectively.

will then deflect in response to changes in temperature due to the coefficient of thermal
expansion mismatch. The spot size of most laser beam bounce system is in the order of
5-10 pum while deep sub-micron cantilevers can be patterned using optical or electron beam
lithography. A small paddle at the tip of the cantilever is typically used to reflect sufficient
light when cantilevers are operated in air or vacuum [4,/17], but the paddle would lead to

increased damping for liquid measurements.

It would clearly be desirable to detect the deflection of the cantilever electronically
rather than optically. Piezoresistive [35,36], piezoelectric [37,38] and capacitive [39,40]
sensing techniques have all been developed to enable the detection of cantilever deflection.
The three techniques and typical implementation geometries are summarized in Figure
[[.T5] Piezoresistive, piezoelectric and capacitive sensing techniques transduce a change
in the force applied to the tip of the cantilever into a change in the resistance of the
piezoresistor, the polarization of the piezoelectric film, or a change in the capacitance

between the cantilever and a stationary surface, respectively.

Capacitive sensors are similar to optical sensors in that their output is proportional
to deflection. The capacitance between two parallel plate electrodes is proportional to
their overlap area and inversely proportional to their separation distance. A deflection
can be coupled to a capacitance change using either interdigitated electrodes or parallel

plates (as in Figure|(1.15). Capacitance is inversely proportional to electrical impedance, so
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Figure 1.16: Capacitive force sensors typically utilize a differential measurement scheme.
(a) Deflection of the middle electrode is coupled to an increase between the middle and top
electrode and a decrease in the capacitance between the middle and bottom electrode. The
top and bottom electrodes are stationary while the middle electrode is mounted on a set of
flexures and the deflection to the right is determined by x = F /k. (b) Similarly, a force to
a cantilever beam can be transduced from the capacitance change between it and a pair of
stationary electrodes located above and below it. Alternatively, a single electrode could be
used for two cantilevers: a probe cantilever and a reference cantilever. (c) An AC-bridge
is typically used to transduce a differential capacitance change into an output signal. The
amplifier output is demodulated and measured to calculate deflections and loads.

deflections can be inferred from impedance changes.

Two examples of the parallel plate arrangement are shown in Figure [I.16] In Figure
[[.16a, the middle electrode deflects to the right in response to a load. The deflection
increases the capacitance between the middle and top electrode while decreasing the
capacitance between the middle and bottom electrode. Biasing the top and bottom
electrodes 180° out of phase an AC-bridge is formed and the voltage at the middle electrode
is proportional the deflection. Similarly in Figure [I.16b, a cantilever beam is used as the
middle electrode and stationary electrodes above and below it are used to form a differential

pair of capacitors.

However, we plan to utilize a cantilever beam geometry for the force probe, making the
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parallel plate approach (Figure[I.16b) the only feasible option. Further, in order to simplify
the fabrication of the device only a single stationary electrode is typically used [39]. A
differential measurement is desirable so that parasitic capacitance variations (e.g. due to
cable movements) can be nulled out. The baseline capacitance of capacitive cantilevers
is extremely small (e.g. 100 {F for a 1 um initial gap in Ref. [39]) because it scales with
cantilever area, and the changes in capacitance with deflection are smaller still. Differential
measurements can be performed with a single electrode per cantilever by combining the

force probe cantilever with a stationary reference cantilever.

Capacitive sensors have several advantages over piezoresistive and piezoelectric sens-
ing. First, their fabrication is relatively simple because they do not require carefully
controlled doping steps or the deposition of exotic films. Second, capacitive transduction
can be used for both actuation and sensing by applying an AC sensing bias far above
the resonant frequency of the cantilever. Third, capacitive sensors have relatively high
electrical impedance and do not typically dissipate much heat. Fourth, the amplifier is the
only significant electrical noise source in a capacitive sensor, making it possible to achieve
thermomechanical noise limited performance if the capacitor is large enough. Finally,
capacitive transduction scales extremely well to measuring forces along multiple axes, as

demonstrated by the six-axis force and torque sensor shown in Figure[I.17]

However, there are three major challenges with capacitive sensing that make it
unworkable for the cochlear hair cell application.

First, the displacement and force sensitivity of capacitive cantilevers is quite low due
to their small capacitances and large impact of parasitics, yielding force resolution on
the order of nN-scale [39,40]. For example, the six-axis force and torque sensor in
Ref. [41] had a noise floor of 1.4 uN in a 15 Hz measurement bandwidth; both several
orders of magnitude from the performance required for this application. Capacitive
sensing is ubiquitous in microelectromechanical systems (MEMS) but does not scale to
nanoelectromechanical systems (NEMS) quite as well as piezoresistive and piezoelectric
sensing due to fundamental physical scaling laws.

Second, sensing and actuating over a 0.5-1 pum range would require an initial gap of at
least 3 wm in order to avoid pull-in instability [42]. With such a large initial gap, the initial

capacitance would be particularly small and large voltages (e.g. > 20 V) would be required
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Figure 1.17: A six-axis capacitive sensor enabled by three sets of interdigitated electrodes
and four parallel plate capacitors. The parallel plate capacitors are formed by a set of
buried aluminum pads underneath the top silicon wafer, which was bonded to the handle
wafer using low temperature (250 °C) bonding. The sensor has force and torque resolutions
of 1.4 puN and 3.6 nN-m in a 15 Hz measurement bandwidth. Reprinted from Beyeler et
al. . ©2009 IEEE.

for actuation and sensing. The gap could be reduced by extending the cantilever far beyond
the end of the stationary electrode (taking advantage of mechanical amplification) at the

expense of a smaller capacitance.

Third, the presence of a stationary electrode underneath the electrode would cause two
problems for liquid operation: stiction and squeezed film damping. It is possible that they
could be alleviated by coating the area with a superhydrophobic film to prevent liquid from

entering the gap.

Due to the issues with optical and capacitive sensing, piezoresistive and piezoelectric
sensing are the two remaining options (Figure [I.18)). Piezoresistive sensors transduce a
change in the force applied to the cantilever into a change in the resistance of a doped

silicon resistor according to
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Figure 1.18: Piezoelectric and piezoelectric transduction. Piezoresistive sensing transduces
a mechanical load into a change in resistance while piezoelectric sensing transduces the
load into charge polarization. Both detect stress whereas optical and capacitive sensing
respond to deflections.

53 =0z (1.9)

where 7 is the piezoresistive coefficient and o is the mechanical stress. The change in

resistance is transduced into a voltage using a Wheatstone bridge.

Piezoelectric sensors transduce a change in force into a polarization charge on a

piezoelectric film. The polarization charge can be calculated from

AQ =d310A

where d3; is the transverse piezoelectric coefficient of the film and A is the film
area. The charge can be measured by sandwiching the piezoelectric film between metal
electrodes and connecting them to a measurement circuit. Either the charge polarization
or the voltage drop across the film can be measured, with the latter approach working
particularly well for the low permittivity piezoelectric materials commonly used in MEMS

(e.g. AIN and ZnO). The voltage drop across the film can be calculated from

AQ o ods A o Gd31tpe

AV = —== =
C  &peA/tpe Epe

(1.10)

While the charge scales with the area of the film and decreases as the size of the film

decreases, the voltage is invariant to film area and actually increases as the film is made
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thinner. Voltage-sensing is preferable for most nanoelectromechanical systems (NEMS)
[43]. But whereas charge-sensing is insensitive to parasitic capacitances, the performance

of voltage-sensed piezoelectric films degrades with parasitic capacitances.

Both piezoresistive and piezoelectric sensors respond to stresses whereas optical and
capacitive sensors respond to deflections. Both types of sensors can be integrated into the
cantilever beam without any stationary reference electrode (Figure [[.15)) and both can be

integrated with < 1 pm thick cantilever beams.

Each technique has practical advantages and disadvantages. Both operate at fairly
low voltages (< 1 V) and can be coated with a thin dielectric layer to electrically
isolate the device from the patch clamp electrode. Piezoresistors can be fabricated using
common cleanroom equipment whereas the deposition of thin piezoelectric films uses fairly
specialized equipment and processes. But piezoresistors continuously dissipate electrical
power, raising the possibility of damaging the sample being studied, whereas piezoelectric

sensors essentially do not dissipate any power.

The deciding factor between piezoresistive and piezoelectric sensing is the resolution
of the sensor. We have written a detailed comparison of piezoresistive and piezoelectric
sensing for broadband cantilever-based force sensors [43] and found that piezoresistive
sensing yields significantly better force resolution for cantilevers less than 1 um thick. We
will not discuss the piezoelectric readout circuit or comparison in detail in this work for

brevity, but refer the interested reader to Ref. [43]].

The major distinction between piezoresistive and piezoelectric sensing is the impact of
parasitics on their measurement resolution. Parasitic resistances decrease the sensitivity
of piezoresistive sensors while parasitic capacitances do the same for piezoelectric
sensors (I.10). If parasitics are large relative to the piezoresistor resistance or piezoelectric
capacitance then it becomes impossible to achieve the theoretical force and displacement
resolution that the sensor is capable of. We have focused on the mechanics of the force
probe so far (i.e. spring constant and rise time) but achieving the force and displacement
resolutions required for the cochlear hair cell application is nontrivial in its own right.
Of the two types of parasitics, resistive parasitics are obscenely simpler to minimize [42,
441 while parasitic capacitances are anything but, making piezoresistive sensing the clear

choice. Piezoelectric sensing is often used in cantilevers that are operated on resonance
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Figure 1.19: Summary of microcantilever actuator technologies. Microcantilevers are
commonly actuated capacitively, electromagnetically, thermally and piezoelectrically.
Capacitive actuation utilizes a stationary electrode to apply an electrostatic force to the
cantilever, while electromagnetic actuation uses a magnetic material on the cantilever and
external magnetic field gradient (or vice versa) to actuate the cantilever. Thermal actuation
is accomplished by using a bilayer cantilever with a coefficient of thermal expansion
mismatch (e.g. aluminum and silicon) and a resistive heater. Piezoelectric actuation uses
an electric field to induce strain in a piezoelectric film.

because the sensor resolution requirements are not as stringent [45,/46]. In the next chapter
we will discuss the fundamentals of piezoresistive sensing in much more detail and consider

the design optimization of piezoresistive cantilevers.

1.4.2 Actuation techniques

The force probe we are designing requires both a sensor and actuator. Integrating the
actuator directly into the probe rather than using an external, macroscale actuator ensures
that the probe has a flat frequency response over the entire measurement bandwidth. For
example, the main limitation in measuring hair cell kinetics to date has not been the
frequency response of the glass probe but that of the actuator and mounting hardware.
In this section we will investigate the actuator technologies that could be integrated with

the piezoresistive sensor.
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There are four common microscale actuation techniques: capacitive, electromagnetic,
thermal and piezoelectric (Figure |1.19). The four actuators are located at the base of the
cantilever on the assumption that the piezoresistive sensor will be located beyond the end
of the actuator, closer to the tip. We will discuss this design choice in more detail in the

next chapter.

We discussed capacitive sensing in the last section. Capacitive actuation uses the
same arrangement of a cantilever beam and stationary electrode. Rather than applying
an electrical potential between the cantilever and electrode in order to infer their spacing,
the potential is applied in order to electrostatically pull the cantilever towards the electrode.
While parasitic capacitances are no longer a major issue, the other issues with capacitive
transduction that we discussed in the last section (i.e. pull-in, large voltages, squeezed film
damping, stiction and passivation) still hold. Capacitive sensing and actuation is viable for
certain biological measurements [47, 48] but is not a particularly attractive option for this
application.

Electromagnetic actuation takes advantage of magnetic-field mediated forces to deflect
the cantilever. There are several possible electromagnetic actuator implementations. A
magnetic film could be deposited onto the cantilever, allowing the cantilever actuation using
a macroscale electromagnetic. Alternatively, the on-chip portion of the actuator could be

an electromagnet in the form of a resistive loop.

The first option (permanent magnet on the cantilever) is not convenient because high
permeability magnetic materials are not CMOS compatible [49]. Iron, nickel, lead and
other heavy metals reduce carrier lifetime in silicon and diffuse quickly at high temperature,
limiting the tools available in most cleanrooms for processing wafers contaminated with

heavy metals.

The second option (electromagnet on the cantilever) is a more practical option. Device
fabrication would be straightforward and actuation frequencies could easily extend into the
MHz range due to the relatively small inductance of microscale electromagnets. Ref. [50]
is an excellent recent example of a cantilever that utilizes electromagnetic actuation. The
large external DC magnetic field would not interfere with the patch clamp or piezoresistor
signals so long as it was fairly stable. The main challenge in electromagnetic actuation is

generating sufficient force. Force can be generated from either magnetic moments or the
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Lorentz force.

The force on a magnetic moment in a magnetic field is

FM = V(mB)

where m is the magnetic moment and B is the external magetic field. The magnetic
moment of a current carrying loop is m = IA where [ is the curent and A is the area of the

loop. The force on the cantilever in the out-of-plane direction can then be calculated from

= IAaa—j
Assuming an external magnetic field gradient of 100 T/m [51], a current of 1 mA
(limited by heating and electromigration), and a 5 um x 40 pm loop, electromagnetic
actuation could generate a force of about 20 pN. However, the actuator is applying the
force near the base of the cantilever. The lever arm effect from this arrangement reduces
the effective force by the ratio of the total probe length to the actuator length. For example,
if the actuator were 40 um long and the entire length of the probe was 140 um, the effective

force would be reduced 7-fold, yielding an effective force of about 3 pN.

Alternatively, the cantilever could be actuated using the Lorentz force. This approach
has been used for several microcantilever-based systems and integrated with piezoresistive
force sensing [50.52,53]. The force experienced by a charge carrier moving in a magnetic
field is

FL:qVXE

where v is the carrier velocity. An out-of-plane force on a cantilever beam can
be generated from a current loop by orienting that external magnetic field along the
longitudinal axis of the beam so that the carriers are moving perpendicular to the magnetic
field at the end of the current-carrying loop. We can rewrite the Lorentz force experienced

by the cantilever beam as

FL :IWaBX
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where [ is the total current, wj, is the extent of the current loop in the y-direction and By
is the magnitude of the magnetic field in the x-direction. Assuming 1 mA of current, a5 pm
wide loop and external field of 0.2 T [52] the Lorentz force could generate 1 nN of force.
Assuming once more that the loop extended 40 pm along the length of a 140 um long
probe the effective tip force would be about 285 pN. While smaller than the ideal range of
0.3 to 15 nN (Table [I.1)), electromagnetic actuation could probably generate large enough
deflections with sufficient design optimization, particularly if the electromagnet extended

the entire length of the force probe.

However, we opted against electromagnetic actuation for the force probe. While ca-
pacitive, thermal and piezoelectric actuators are self-contained, electromagnetic actuation
requires the generation of a large external magnetic field. Self-contained actuators have
a substantial advantage in that they can be calibrated and characterized once before being
used on a standard microscope in any research laboratory. Most importantly, integrating
either a solenoid, permanent magnet or electromagnetic micromanipulator with the hair

cell measurement setup would have been nontrivial [51},54].

Piezoelectric and thermal actuation both operate on the principle of a bilayer beam
(Figure [I.19). Expansion and contraction of the actuator induces deflections at the tip
of the cantilever beam. Whereas electromagnetic actuators generate tip deflection from a
force, piezoelectric and thermal actuators generate tip deflection from strain. Piezoelectric
actuator strain is induced by applying an electric field across a piezoelectric film, while
thermal actuator strain is induced by resistively heating a bilayer film composed of two

layers with a large mismatch in their coefficients of thermal expansion.

Due to their similarities, we will discuss the two techniques in parallel. We will
briefly compare the deflection range of piezoelectric and thermal actuators with our design
requirements before discussing the actuation bandwidth and fabrication complexity of each

technique.

We can estimate the tip deflection for piezoelectric and thermal actuation by making
a few simplifying assumptions. We will assume that the actuator extends /, along the
length of the beam, which has a total length of /.. We will assume that the thickness of
the actuator is #, and that uniform strain of &, is generated throughout the thickness of the

actuator. Finally, we will assume that the actuator and silicon portions of the beam have
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similar bending rigidities so that the neutral axis is located at the interface between the two.
From these assumptions, we can approximate the curvature along the length of the

actuator as
M waE.e(t/2)* 3¢
T El Eaw,(2t,)3/12 8ty
The curvature can be integrated along the length of the actuator to calculate the tip

deflection as

1
Vip = 5Cl§+Cla(lc —1). (1.11)

We will present more detailed multilayer beam bending models in Chapter [3] but will
use (I.TT) for now in order to quickly estimate the capability of each actuation technique.

Piezoelectric actuator strain can be calculated from

d31\vV
PRNC)
fa
where d3 is the transverse piezoelectric coefficient of the material and V is the potential

drop across the film. Thermal actuator strain can similarly be calculated from

& = AaAT

where Ao is the mismatch between the cantilever and actuator coefficients of thermal
expansion while AT is the average temperature change of the actuator with respect to its
initial temperature.

We can calculate the approximate tip deflections for piezoelectric and thermal actuators
using our simplified bilayer beam model (I.11)). We will once again assume that the probe
consists of a 40 um long actuator at the base of a 100 um long force sensor. Based upon
our earlier estimate of the required beam thickness (Figure [I.12) we will assume that the
actuator is 250 nm thick.

The piezoelectric actuator would induce a 900 nm tip deflection assuming d3; =2 pm/V
and V = 10 V. The d3; coefficient we assume is representative of thin aluminum nitride

(AIN) or zinc oxide (ZnO) films. In the case of the thermal actuator, we will assume an
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aluminum actuator (o = 23 ppm/K), silicon beam (o = 3 ppm/K) and temperature change
of 5 K to yield an identical tip deflection of 900 nm. The equivalent force at the tip depends
on the spring constant of the force probe; assuming spring constants ranging from 1 to 50
pN/nm the equivalent force would range from 0.9 to 45 nN, several orders of magnitude
larger than electromagnetic actuation. The voltage required for each technique can be
reduced by either decreasing the actuator thickness (piezoelectric) or decreasing the heater

resistance (thermal) and can be scaled over a wide range.

Both thermal and piezoelectric actuation are clearly capable of providing sufficiently
large deflections for the force probe. A second requirement for an actuator is providing
sufficiently fast actuation. Both piezoelectric and thermal actuators are first-order systems,

and their time constants can be calculated from

T=27nRC.

where R and C are the electrical resistance and capacitance (piezoelectric actuator) or

thermal resistance and capacitance (thermal actuator).

The time constant of a piezoelectric actuator is straightforward to calculate. Assuming
R and C of 50 Q and 1 nF, the piezoelectric actuator time constant would be only 0.3 us,
substantially faster than even the fastest hair cell experiments we hope to do. Piezoelectric

actuator speed would only be limited by the overall dynamics of the force probe.

The time constant of a thermal actuator is slightly more complicated to calculate. We
can conservatively estimate 7 by assuming that heat only flows along the length of the
cantilever and not directly into the surrouding air or liquid (i.e. that the cantilever is

operating in vacuum). In that case, R and C can be calculated from

C 2watak

C = pclywaty

where k, p and c are the effective thermal conductivity, density and specifical thermal

capacity of the actuator. Assuming the material properties of aluminum (p, ¢ and k of
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2700 kg/m3, 900 J/kg-K and 200 W/m-K), the thermal time constant of the actuator would
be about 50 ps. While slower than ideal, the assumptions used in calculating it are fairly
conservative, suggesting that it might be fast enough for at least the bundle mechanics
experiments if not the kinetics experiments.

Both thermal [55,56] and piezoelectric [45}46,57] actuators have been successfully
integrated with piezoresistive sensors. However, piezoelectric actuators are slightly more
complicated to fabricate due to issues with obtaining high d3; coefficients from thin film
and the specialized deposition and etch processes required. A substantial advantage of
thermal actuation is that it does not require any additional processing steps beyond those
required for piezoresistive sensor fabrication. We will discuss their fabrication in Chapter
but for now simply want to note that both actuation techniques have previously been

integrated with piezoresistive sensing.

1.4.3 Probe topology and prior work

Based upon this brief analysis of microscale sensing and actuation techniques, we will
fabricate force probes that combine piezoresistive force detection with piezoelectric and
thermal actuation. Both piezoresistive/piezoelectric (PRPE) and piezoresistive/thermal
(PRT) scanning probes have been fabricated by other research groups. In this section we
will briefly summarize prior work on scanning probes with integrated sensing and actuation
and distinguish how our probe design will differ from them.

Minne, Manalis and Quate fabricated the first PRPE probes in 1995 [58|]. Their
cantilevers were 3.5 pm thick, 75 um wide and on the order of 420 um long with spring
constants ranging from 0.6 to 7.1 N/m and resonant frequencies in air ranging from 20 to
70 kHz (Figure [1.20). They used ZnO deposited on a Ti/Au electrode for actuation and
an ion implanted boron piezoresistor for force readout. The displacement resolution of the
piezoresistor was 2.2 nm (equivalent to a force resolution of 1.3 to 15.6 nN) ina 10 Hz - 1
kHz bandwidth. The DC deflection of the cantilever ranged from 15-58 nm/V.

Their fabrication process is illustrated in Figure [I.2I] The process consisted of
four phases: tip formation and sharpening, piezoresistor implantation and activation,

piezoelectric deposition and patterning, and cantilever release. There are two notable
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Figure 1.20: SEM micrograph of the first scanning probes to integrate piezoelectric
actuation with piezoresistive force readout. The probes were developed by Minne, Manalis
and Quate in 1995 for constant-force topography scanning using an array of scanning
probes. The probes were roughly 3.5 um thick, 75 pm wide and 420 pm long with spring
constants ranging from 0.6 to 7.1 N/m. Reprinted from Ref. [58] with permission from the
American Institute of Physics.

features of this first PRPE fabrication process. First, the piezoresistor extended the entire
length of the cantilever. We will see in the next chapter that a shorter piezoresistive loop
is generally desirable. Second, the piezoresistor extended underneath the piezoelectric
actuator. This configuration was modified by subsequent researchers to limit capacitive

and mechanical coupling between the actuator and sensor.

The Quate group improved their PRPE probes several times in the following years.
In 1996, Minne, Manalis, Atalar and Quate reported two improvements . First,
they increased the doping of the piezoresistor underneath the piezoelectric actuator. This
modification reduced the excess piezoresistor resistance and reduced mechanical actuator-
sensor crosstalk, although it did not reduce capacitive crosstalk. Second, they added

an additional trace of doped silicon in order to allow tip biasing for scanning probe
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Figure 1.21: Cross-section of the first PRPE scanning probes. The fabrication process
consisted of four phases: tip, piezoresistor, piezoelectric and cantilever release. The
piezoresistor extended along the entire length of the cantilever, with the air gap between the
piezoresistor legs forming the piezoresistor loop. The piezoelectric actuator consisted of
a ZnO film deposited on Cr/Au electrodes. Notably, the piezoresistor runs underneath the
piezoelectric actuator, in contrast with later piezoresistor-actuator (PRA) probes. Reprinted
from Ref. [58]] with permission from the American Institute of Physics.

lithography. Later that year, Manalis, Minne and Quate reported an improved piezoresistor
readout scheme [57]. They measured the piezoresistor signal using a lock-in amplifier to
eliminate the impact of capacitively coupling between the actuator and sensor. By biasing
the piezoresistor at a much higher frequency than the actuator bandwidth (130 kHz vs. 8

kHz) they were able to reduce the impact of capacitive crosstalk.

In 1998, Minne et al. presented an updated PRPE probe [60]. They made two important
design improvements. First, they improved the grounding of the bottom PE electrode to
reduce capacitive crosstalk. Second, they reduced the length of the piezoresistor so that
it did not extend the entire length of the cantilever, improving the deflection resolution

of the system. They fabricated a 50 x 1 array of PRPE probes in order to enable parallel,
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Figure 1.22: A PZT-based PRPE probe developed by Kim et al. . The probes
incorporated several important improvements from earlier PRPE designs. First, the
piezoresistor did not run underneath the actuator, reducing capacitive crosstalk. Second,
they used PZT rather than ZnO for the actuator enabling a reduction in probe size and
actuator voltages. Reprinted from Ref. with permission from Elsevier.

high-speed atomic force microscopy and lithography [61]. In parallel, Manalis and Sulchek
developed an interferometric optical readout scheme for parallel, high-speed atomic force
microscopy, although they did not integrate individual probe actuation into these devices

62,63]].

In 2000, Sulchek et al. applied on-chip piezoelectric actuation to operation in liquid
[64]. They used a thin coating of polydimethylsiloxane (PDMS) to passivate the ZnO
actuator from the liquid. These probes did not include a piezoresistor and used the
conventional laser beam bounce approach to detect cantilever deflection. Sulchek et al.
observed a reduction in resonant frequency (56 to 35 kHz) and quality factor (110 to 3) for
cantilever operation in liquid rather than air. While the PDMS coating would have been
too thick for application to sub-micron thick cantilevers, their use of a soft polymer was

notable.
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In 2003, Kim et al. presented a PRPE probe utilizing a PZT actuator [65]. They made
two major improvements over earlier PRPE scanning probe designs. The first improvement
was switching from ZnO to PZT for the piezoelectric actuator. The much higher ds;
coefficient of PZT allowed for lower actuation voltages and the fabrication of shorter,

higher frequency probes while still enabling tip deflections of up to 10 pm.

The second improvement that they made was changing the piezoresistor layout.
They compared three different configurations. In the first configuration the piezoresistor
extended underneath the PZT actuator. In the second, they reduced the width of actuator so
that it did not overlap with the piezoresistor. In the third configuration, they only fabricated
the piezoresistor beyond the end of the PZT actuator and used metal interconnects to make
contact with it. The third configuration represented a 5-fold improvement over the work
by Minne et al. [60]. The three piezoresistor configurations are shown in Figure [I.23]
Note that the third configuration yielded the best performance due to a reduction in the
actuator-sensor capacitance and the lower resistance of the metal interconnects, because
the sensor resistance is what transduces the capacitively injected current into a voltage. We

will discuss actuator-sensor crosstalk mechanisms in more detail in the next chapter.

Shin et al. developed a similar PRPE probe in 2010 utilizing a PZT actuator and
placing the silicon piezoresistor beyond the end of the actuator [66]. They also included
a reference cantilever in the Wheatstone bridge in order to reduce common-mode signals
such as capacitive coupling and temperature changes, although they did not report the level

of capacitive crosstalk.

In parallel with the development of PRPE probes from 1995 to 2010, several groups
developed PRT probes. Early in 2003, Ivanov et al. reported a piezoresistive probe utilizing
the thermal expansion of an aluminum film for actuation [67]]. Later that year the Rangelow
group reported additional details of their PRT probes in Pedrak et al. [68]. The silicon
resistor used to heat the aluminum actuator was biased with the sum of two signals. The
resonant mode of the cantilever was excited by the first signal (AC) while a lower frequency
signal (DC) was used to adjust the deflection of the probe to maintain constant cantilever
deflection based upon the piezoresistor signal. The beauty of the aluminum-based PRT
process was that it did not require any substantial modification from a piezoresistor-only

fabrication process. In fact, their 2003 process was based upon a piezoresistive cantilever
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Figure 1.23: Alternative probe layouts to reduce capacitive crosstalk. In sample #1 the
silicon piezoresistor runs underneath the piezoelectric actuator. In sample #2, the width
of the actuator has been reduced in order to reduce the overlap capacitance between the
actuator and sensor. In sample #3, which yielded a nearly 10-fold reduction in crosstalk
from the other designs, metal interconnects are used to contact the piezoresistor, which is
located beyond the end of the actuator. Reprinted from Ref. [65] with permission from
Elsevier.

process developed in 1996 by some of the same authors [69].

Fantner et al. reported an updated PRT probe in 2009 and applied it to topographical
scans of yeast cells in liquid [55]. A schematic of their probe is shown in Figure [I.24]
Their cantilevers were 3-5 pm thick, 110 pum wide and 320 pm long with spring constants
ranging from 2 to 11 N/m. A typical probe had resonant frequencies of 80 kHz and 13
kHz in air and water, respectively. The probes were coated with a thin layer of formvar
dissolved in ethylene dichloride in order to passivate the aluminum from the surrounding
liquid.

As in the 2003 PRT devices, the first resonant mode of the cantilever was excited

by the thermal actuator (@) while the piezoresistor signal was measured at twice the
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Figure 1.24: Schematic of a piezoresistive cantilever with thermal actuation. A Wheatstone
bridge consisting of four piezoresistors is fabricated near the base of the cantilever with two
resistors actively sensing stress. The thermal actuator is located near the tip of the probe.
The cantilever is driven on resonance and a constant force is maintained using the thermal
actuator based upon the piezoresistor signal amplitude. Reprinted from Ref. with
permission from IOP Publishing.

thermal actuator frequency due to the square-law nature of thermal actuation (2w) [67,/68].

Assuming an actuation signal of the form

V(t) =Vac Sin((l)l‘) +Vbe

the actuator power dissipation can be calculated from

V2
W=—
R
1 1 —cos(2wt .
== {v,ic (%) +2VacVpe sin(@r) +V]%C]
L[ Vic : Vic . 2
=275 cos(20t) + 2VacVpe sin(wr) + TN + Ve

where R is the heater resistance and W is the power dissipation. By driving V at @ and
measuring the cantilever deflection at 2w the capacitive crosstalk signal can be isolated

from the piezoresistor signal, although thermal and mechanical crosstalk will remain. If
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Vbc # 0 then there will be cantilever deflection at @ as well. The spectral separation
between the voltage and actuation signals is ideal for tapping mode probe operation but
can not be applied to measuring the step or impulse response of a sample.

The work by Fantner et al. demonstrated the two major advantages of thermal actuation
over piezoelectric actuation. First, the fabrication process is fairly straightforward. Second,
if the PRT probe is operated in tapping mode then the capacitive crosstalk signal can be
isolated. This is not an option for piezoelectric actuation, because piezoelectric actuation
is linear while thermal actuation is quadratic.

The following year, Hafizovic et al. demonstrated thermally actuated piezoresistive
cantilevers with nN force resolution that were monolithically integrated with CMOS in
order to enable the independent and parallel operation of multiple probes [70]. The
actuation bandwidth of the thermal actuators was limited to about 300 Hz due to the
relatively large size of the probes [71].

Sarov et al. developed the thermally actuated probe topology further in 2011 in order
to reduce actuator-sensor crosstalk. They used metal rather than silicon for the resistive
heater. Reducing the heater resistance allowed for the same actuation power with a smaller
voltage. By reducing the heater resistance 30-fold they were able to reduce the required
actuator voltage 5-fold [56].

In this section we have discussed the PRPE and PRT probes that have been fabricated
to date. All of them have been much larger (> 2.5 um thick) and stiffer (> 0.6 N/m) than
required for the study of cochlear hair cell mechanics. The reason for their larger size is
simply that they were designed for conventional AFM topography scanning rather than the
study of soft biological samples. If we expand our review of prior work to include probes
without integrated actuation, there are numerous examples of smaller and softer probes.

For example, Ando et al. reported an AFM system in 2001 that was capable of imaging
cells and biomolecules at 12.5 frames per second (fps) in liquid [72]. They utilized optical
beam bounce readout with 140 nm thick, 2 um wide and ~ 10 pum long silicon nitride
cantilevers. The cantilevers were coated with a thin metal film in order to increase their
reflectivity. Cantilever stiffnesses ranged from 150 to 280 pN/m with resonant frequencies
ranging from 1.3 to 1.8 MHz in air and 450 to 650 kHz in water. If their probes had been

slightly longer, their mechanical characteristics would have been ideal for measurements
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Figure 1.25: Examples of 89 nm thick piezoresistive cantilevers. The cantilevers are all 89
nm thick and range from 2 to 44 pum in width and 10 to 350 wm in length. While several of
the cantilevers have the mechanical properties required for the study of cochlear hair cell
mechanics, they do not include integrated actuation for the high-speed operation. Reprinted
from Ref. with permission from the American Institute of Physics.

of bundle mechanics besides the challenge in applying beam bounce readout to the hair cell
problem.

The first piezoresistive cantilevers, reported by Tortonese et al. in 1993 [35], were
relatively large. Their cantilevers were 4.5 pm thick, 10 to 50 um wide and 75 to 400
wm long with spring constants ranging from 5 to 100 N/m and resonant frequencies in
air ranging from 40 to 800 kHz. But small, soft piezoresistive cantilevers have also been
developed. Chui et al. reported 1 wm thick cantilevers in 1996 while Ried et al.
reported 340 nm thick cantilevers in 1997 [74]. In 1999, Harley and Kenny reported 89 nm
thick epitaxial piezoresistive cantilevers [36]. Several of the probes that they fabricated are
shown in Figure [.25] with lengths ranging from 10 to 350 um and widths ranging from
2 to 44 pm, respectively. Harley and Kenny published their seminal work on piezoresistor
noise and design optimization the following year, which we will draw heavily upon in the

next chapter [[75]].

To summarize this section, while numerous probes with integrated actuation have been
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fabricated to date, none have combined the stiffness, bandwidth and sensor resolution
performance required for studying high-speed molecular and cellular processes, particu-
larly cochlear hair cell mechanics and kinetics. There is a clear need for a faster, higher
performance force probe; the remainder of the thesis will focus on the design, fabrication

and application of such a probe.

1.5 Thesis outline

The rest of the thesis is organized as follows:

* Chapter 2: Piezoresistor fundamentals. Piezoresistive sensor design requires a
good understanding of the mechanical, electrical and thermal processes involved. In
this chapter we will discuss the fundamentals of piezoresistive sensors, including

signal conditioning, fabrication methods and numerical design optimization.

* Chapter 3: Probe design. We will apply the numerical models developed in the
last chapter to design optimized force probe sensors. Next we will discuss the design
of thermal and piezoelectric unimorph actuators and generate the combined sensor-
actuator force probe designs. We will close by discussing actuator drive and sensor

readout circuits.

* Chapter 4: Fabrication. The mask layout, fabrication processes and preliminary

characterization of the force probes will be presented.

* Chapter 5: Characterization. The performance of the finished force probes will be
characterized using a variety of techniques. We will discuss the mechanical, sensing,

and actuation performance of the probes and compare them with our design goals.

* Chapter 6: Hair cell experiments. We will apply our force probes to the study of
cochlear hair cell mechanics and kinetics. Capacitive crosstalk between the on-chip
actuator and patch clamp electrode will be discussed and solutions will be presented.

Preliminary measurements on a mammalian inner hair cell will be shown.
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e Chapter 7: Summary. We will summarize the most important results from the rest

of the thesis and suggest future research directions.

A handful of appendices are included at the end of the thesis. Appendix [A] summarizes
the mathematic symbols used throughout this work. Appendix [B| lists the publication
that I contribute to while at Stanford. Appendix [C] includes a detailed discussion of
the circuit designs, including schematics and printed circuit board layouts. Appendix
D] reproduces the masks used to fabricate the force probes while Appendix [E] includes
fabrication runsheets and process details. Appendix [F] describes the first iteration of the
force probe fabrication process. Appendix [G| provides lookup tables that can be used to
design ion implanted piezoresistive sensors. Finally, Appendix [H|reproduces the code used

to design and model the piezoresistive cantilevers.



Chapter 2
Piezoresistor fundamentals

In this chapter we will discuss the modeling and design concepts that form the basis of
piezoresistive sensor design. First we will consider resistive strain sensing in general
and the piezoresistive effect in particular. Next, we will discuss signal conditioning,
process modeling, noise sources and other fundamental modeling issues. We will close
by discussing temperature effects and numerical design optimization. Parts of this chapter
were adapted from an earlier review of piezoresistance [24]].

Consider a homogenous resistor in the shape of a square prism (Figure 2.1). The

electrical resistance (R) measured between its ends is

!
Rzgz 2.1)

where [ is the length, w is the width of each side, and p is the electrical resistivity.
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Figure 2.1: (a) The electrical resistance of a homogenous square prism depends on its
dimensions (/ and w) and resistivity (p). (b) When subjected to mechanical loading, all
three can potentially change, leading to a change in the measured electrical resistance.

47
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A mechanical load applied to one face of the resistor while holding the other end
stationary will mechanically strain the material. For a change in length equal to Al, the
longitudinal strain in the material is & = Al/[ to first-order approximation.

The width will also change due to contraction of material in the transverse direction
in proportion to the Poisson’s ratio of the material (v). For a sufficiently small strain the
change in width is Aw = —vgw. Vv ranges from 0.20 to 0.35 for most polycrystalline
metals. For single crystal silicon, which is anisotropic, the Poisson’s ratio ranges from 0.06
to 0.36 depending on the crystal orientation [[76}/77]. The lower and upper limits for v of
an isotropic material are -1.0 and 0.5 [[78]].

We can take the natural log and partial derivatives of both sides of to obtain

iTR:a?p+$_287w (2.2)
and can write the relative resistance change in terms of the strain [/9]] as
AR Ap

== 7+(1+2v)81 (2.3)

The gauge factor (GF) of a strain gauge is defined as

GF — AR/R. (2.4)
&

Combining (2.3) and (2.4) we see that geometric effects alone provide a gauge factor
of approximately 1.4 to 2.0 depending on the Poisson’s ratio. Metals experience a small
resistivity change with strain, which typically increases the gauge factor by an additional
0.3 or so. However, for silicon and other semiconductors, Ap/p can be 50 to 100 times

larger than the geometric term due to the piezoresistive effect.

2.1 Notation fundamentals

In this chapter we will explore the piezoresistive effect in detail. After introducing crystal
structure and notation fundamentals we will describe how the magnitude and origins of

piezoresistivity, and how the magnitude of the effect varies with crystal orientation, dopant
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Figure 2.2: (a) Covalently bonded diamond cubic structure of silicon. Silicon has four
covalent bonds and coordinates itself tetrahedrally. (b-d) Commonly employed crystal
planes of silicon include the (100), (110) and (111) planes. (e) Wafers smaller than 200
mm in diameter have a major flat that indicates the <110> direction. Piezoresistors are
typically oriented in the <100> or <110> directions for n- or p-type doping, respectively.
Following Ref. [24]. ©2009 IEEE.

concentration and temperature.

2.1.1 Crystal structure

Crystals are periodic arrangements of atoms arranged in one of 14 lattice types and
complete reviews are available elsewhere [80,81[]. The Miller indices specify crystal planes
by n-tuples. A direction index [hkl] denotes a vector normal to a plane described by
(hkl). Angle-bracketed indices, like <hkl>, represent all directions equivalent to [hkl]
by symmetry.

In a hexagonal crystal, as found in most silicon carbide polytypes, the Bravais-Miller
index scheme is commonly adopted where four indices are used to represent the intercept-
reciprocals corresponding to the four principal crystal axes (ay, az, az, and c¢). The axes ay,
a», and a3 are on the same plane and 120° apart from one another while ¢ is perpendicular
to the a-plane defined by the (a1, a», a3) triplet.

Crystalline silicon forms a covalently bonded diamond-cubic structure with lattice

constant a=5.43 A (Figure ). The diamond-cubic structure is equivalent to two
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Figure 2.3: Nine components, o, of stress on an infinitesimal unit element. For clarity,
stresses on negative faces are not depicted. Following Ref. [24]]. ©2009 1EEE.

interpenetrating face-centered-cubic (FCC) lattices with basis atoms offset by %a in the
three orthogonal directions [80]. Silicon’s diamond-cubic lattice is relatively sparse (34%
packing density) compared to a regular face-centered-cubic (FCC) lattice (74% packing
density).

Commonly used wafer surface orientations in micromachining include (100), (111),
and (110) (Figure 2.2b). The {111} planes, oriented 54.74° from {100} planes, are the
most densely packed. As alluded to earlier, the magnitude of the piezoresistive effect varies
with the crystal orientation of the resistor. In order to maximize sensitivity piezoresistors
are typically oriented in the <100> direction for n-type doping and <110> direction for
p-type doping. Variation in piezoresistive coefficients with orientation will be discussed in

more detail shortly.

2.1.2 Stress, strain and tensors

To define the state of stress for a unit element (Figure [2;5[), nine components, jj, must be

specified, as in:

011 O12 O13
= |0y O0xn 03 (2.5)

031 032 033
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The first index i denotes the direction of the vector normal to the surface that the stress
is applied to, while j indicates the direction of the force or stress. If i = j, the stress is
normal to the specified surface, while i # j indicates a shear stress on face i (Figure [2.3).
From static equilibrium requirements that forces and moments sum to zero, a stress tensor is
always symmetric, that is 0;; = 0j;, and thus the stress tensor contains only six independent
components. Strain, & j, is also directional. For an isotropic, homogeneous material, stress

is related to strain by Hooke’s Law, o = €E [82].

Although effective values of Young’s modulus and Poisson’s ratio for a single direction
are often employed for simple loading situations, a tensor is required to fully describe the
stiffness of an anisotropic material such as silicon [42,|83,|84]. The stress and strain are
related by the elastic stiffness matrix, C, where 6j; = Cjjk €1, or equivalently by the inverse

compliance matrix, S, where &; = Sjjxi Ok

o1 Cl1 C12 €13 Cl4 C15 Clg €11
o Cla2 € €23 €4 C25 €6 €
033 | |13 €23 (33 (34 (35 C36 €33 2.6)
023 Cl4 Co4 €34 Ca4 C45 C46 | | 2823
o13 Cl5 €25 €35 C45 C55 C56 2€13
Oo12 Cl6 €26 C36 C46 C56 C66 2€12
and
€11 S11 S12 S13 S14 815 Sl6 o11
€ S12 8§22 §23 S24 $25 S26 lop0)
£33 S13 823 833 S34 835 S36 033
_ 2.7)
263 S14 S24  S34 S44 S45 S46 | | O23
2€13 S15 825 835 S45 855 S56 013
2€12 S16 526 S36 S46 S56 S66 o12

Collapsed notation reduces each pair of subscripts to one number: 11—1, 22—2,
33—3, 23—4, 13—5, 12—6, e.g. o711 becomes o7, €7 becomes &, c1111 becomes ¢y

and s7373 becomes 544.
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Figure 2.4: Notation for Smith’s test configurations. Configurations A and C measured
longitudinal piezoresistance, while configurations B and D provided transverse coefficients.
Voltage drops between the electrodes (dotted lines) were measured while uniaxial tensile
stress, 0, was applied to the test sample by hanging a weight. The experiments were done
in constant-current mode in a light-tight enclosure with controlled temperature (25 £ 1°C).
After Smith [85]]. ©1954 American Physical Society.

2.2 Piezoresistivity

Single crystal germanium and silicon were the first materials widely used as piezoresistors.
Smith reported the first measurements of large piezoresistive coefficients in these semicon-
ductor crystals in 1954 noting that work by Bardeen and Shockley, and later Herring, could
explain the phenomena [|85]]. Smith applied Bridgman’s tensor notation [[86] in defining the

piezoresistive coefficients and geometry of his test configurations (Figure 2.4).

2.2.1 Crystallographic orientation

The piezoresistive coefficients (1) require four subscripts because they relate two second-
rank tensors of stress and resistivity. In general current is forced across the piezoresistor

in one direction, the voltage drop is measured along another, and the stress is applied in a
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separate arbitrary direction.

The first subscript refers to the direction of electrical potential measurement, the second
to the direction of current flow, in the resistor, and the third and fourth to the stress
(recall that stress has two directional components). For conciseness, the subscripts of each
tensor are also collapsed [87], e.g. 71111 — 711, T1122 — T2, M323 — T44. Kanda later
generalized these relations for a fixed voltage and current orientation (®) as a function of
stress (A) [88]]:

A 6
BPe _ vy 1.0, 2.8)
[

Smith determined these coefficients for relatively lightly doped silicon and germanium
samples with resistivities ranging from 1.5 to 22.7 Q-cm [85]. He measured the piezore-
sistive coefficients for (100) samples along the <100> and <110> crystal directions.
Longitudinal and transverse coefficients for the fundamental crystal axes were determined
directly. Shear piezoresistive coefficients were inferred. By these measurements and
considering the crystal symmetry, Smith fully characterized the piezoresistive tensor of

7.8 Q-cm p-type silicon as

66 —-11 -1.1 0 0 0
—-1.1 66 -—1.1 0 0
~1.1 —1.1 66 0 0 0 T
oL = x 10
0 0 138.1 0 0
0 0 138.1 0
0 0 0 0 0 138.1

where 7 has units of Pa~! and takes the general form of
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o o o O
o O o o O

As illustrated in Figure there are four particularly important piezoresistive mea-
surement configurations. The direction of current flow and applied stress can be parallel
(longitudinal) or perpendicular (transverse) to each other, and they can be oriented in the
(100) or (110) directions of the crystal lattice.

The net relative resistivity change is usually written as a sum of the longitudinal and

transverse effects as

7’) — M| + MGy (2.9)

where 07 is the stress paralllel to the current flow (longitudinal direction), o is the stress
perpendicular to the current flow (transverse direction), and 7 and 7; are the longitudinal

and transverse piezoresistive coefficients.

The relationship between 7, ; and the fundamental piezoresistive coefficients depends
on the crystallographic orientation of the resistor. In the (100) direction, the relationships

are

o = T2 (2.11)

while in the (110) direction they are
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Table 2.1: Piezoresistive coefficients for n- and p-type single crystal silicon in the (100)
and (110) directions, respectively, near room temperature and at low dopant concentrations
(< 107 ecm™3).

Doping Type ;1 (107" Pa=1) 7 1071 Pa~l) myy (10711 Pa™ 1)

n-type -102.2 53.4 -13.6
p-type 6.6 -1.1 138.1

Table 2.2: Longitudinal and transverse piezoresistive coefficients for single crystal silicon
in the (100) and (110) directions.

Doping Type Orientation m (107! Pa~!) m (107! Pa™!)

n-type (100) -102 53.4
(110) 316 176
p-type (100) 6.6 -1.1
(110) 71.8 -66.3
M = 1/2(m1 + T2 + Tag) (2.12)
W= 1/2(7’611 —{—71'12—77:44). (2.13)

The piezoresistive coefficients for lightly doped (< 10!7 cm™3), room temperature
single crystal silicon piezoresistors are summarized in Table 2.1l Note the large 7;; and
w44 coefficients for n- and p-type silicon, respectively. The longitudinal and transverse
piezoresistive coefficients in the (100) and (110) directions are summarized in Table

Note that the (110) orientation with transverse stress can be used to reduce the
resistivity of both n- and p-type resistors. In CMOS devices, where mobility enhancement
is desired, the (110) orientation is often used to obtain mobility enhancement for both
n- and p-type channels [89]. An alternative approach, which maximizes the mobility
enhancement for both transistor types, is to orient n- and p-type devices in the (100) and
(110) directions with longitudinal tensile and compressive stresses, respectively [90].

The coefficients illustrate why n- and p-type resistors should be oriented in the

(100) and (110) directions, respectively, in order to maximize the magnitude of the
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Figure 2.5: Room temperature piezoresistive coefficients in the (100) plane of (a) p-type
silicon and (b) n-type silicon. After Kanda [88]], ©1982 IEEE.

piezoresistive effect. Notably, m ~ —m for p-type piezoresistors, while m ~ —2m
for n-type piezoresistors. In certain applications, the large transverse effect of p-type
piezoresistance can be utilized to improve sensitivity (e.g. full Wheatstone bridge devices)
while in others the transverse effect leads to reduced sensitivity (e.g. surface stress sensors).

It is important to emphasize that the polarity of the piezoresistive effects differs for
n-type and p-type silicon. A longitudinal tensile stress decreases the resistivity of n-type
resistors and increases the resistivity of p-type resistors, while a transverse stress leads to
the opposite effects.

Although the (100) and (110) directions are optimal, the longitudinal and transverse

piezoresistive coefficients can be calculated for an arbitrary direction from [87]

mo= m—2(my — T — ma) (Gmd + nf 4+ mind) (2.14)
o = T+ 2(71'11 — T2 — 71'44)(1%1% —l—m%m% + n%n%) (2.15)

where [, m, and n are the direction cosines of the direction associated with 7 or 7, with

respect to the crystallographic axes. Kanda presented a graphical representation of



2.2. PIEZORESISTIVITY 57

the longitudinal and transverse piezoresistive coefficients in arbitrary directions for (100)
silicon (Figure as well as the less commonly used (110) and (211) wafer orientations.

There are two common arrangements for measuring piezoresistive coefficients. Smith,
Tufte and Stelzer, and others used a tensile test bar (Figure @) This method works
particular well for uniformly doped samples. More recent experiments have used four-
point bending to apply a known stress to the piezoresistors [89,91-93|]. Four-point bending
applies uniform stress to any piezoresistors located between the two inner supports, and can
be used to test arbitrary samples without the need for sample gripping. An additional benefit
of four-point bending is that the 7y;, 7 and 744 coefficients can be readily determined
from the same sample by orienting piezoresistors along the (100) and (110) directions.

An alternative method for determining the piezoresistive coefficients in arbitrary
directions was developed by Richter et al. [94,|95]. Their method used a circular
piezoresistor with multiple contacts along the resistor annulus to arbitrarily set the current
flow orientation. The circular piezoresistor and typical four-point bending specimen are
shown in Figure 2.6

2.2.2 Piezoresistance factor

Variation in the resistivity of silicon with respect to strain and temperature depends on
dopant concentration. Initial experiments by Smith used bars of silicon cut from wafers that
were doped while growing the single-crystal ingot [[85]]. Smith’s samples were relatively
lightly doped, ranging from 5 x 10'* to 10'® cm~3 in dopant concentration.

Later, Pfann and Thurston [96] proposed diffusion techniques to integrate doped
piezoresistors on the sensor surface. Tufte and Stelzer [97] fabricated diffused piezoresis-
tors and investigated their properties, observing a large reduction in strain sensitivity at high
concentration. In contrast with Smith, their dopant concentrations varied from 3 x 108 to
2 x 10%! em™3. Tufte and Stelzer reported empirical data on piezoresistive coefficients as a
function of both dopant concentration and temperature, which they varied from -200°C to
100°C. Kurtz and Gravel replotted their data and noted that the piezoresistive coefficients
decreased approximately with the logarithm of the surface concentration [98]].

Kanda presented a theoretical model for variation in piezoresistive coefficients with
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Figure 2.6: (a) Stress sensor chip with a p-type circular piezoresistors in the middle of the
chip. (b) Schematic diagram of the circular piezoresistor with a radius of 1700 um. From
Richter et al. [@] ©2007 IEEE.

dopant concentration and temperature (Figure [88]]. He also introduced the piezore-
sistance factor notation for calculating piezoresistive coefficients for arbitrary dopant

concentration and temperature,

m=P(n,T)m (2.16)
m = P(n,T)m0 (2.17)

where 70 and 70 are the longitudinal and transverse piezoresistive coefficients for
lightly doped silicon at 300 K for the chosen dopant type and crystallographic orientation
(Table 2.2). The piezoresistance factor, P, accounts for variation in the piezoresistive

coefficients with concentration and temperature, and in Kanda’s model is calculated from
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Figure 2.7: Theoretical predictions for the piezoresistance factor for p-type and n-type
silicon from Kanda’s model, calculated from (2.18). The piezoresistance factor is plotted as
a function of dopant concentration for several operating temperatures, and it decreases with
increasing dopant concentration and temperature. The piezoresistance factor decreases
more quickly with dopant concentration for p-type than n-type silicon in Kanda’s model.

o 300K (1)

L S ) (2.18)
T Fsi(1)2

where EFf 1s the Fermi level measured from the conduction or valence band and s is the

scattering exponent, while F; and F, are the Fermi integral and its derivative with respect
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to Eg. For s = —%, which corresponds to phonon rather than ionized impurity dominated

carrier scattering, the Fermi integral is approximately

Foyy2) = In(1+exp(Ep/koT)) (2.19)
F! = :
U271+ exp(—Er/kT)

(2.20)

In order to properly account for the density of states available for conduction, the Fermi

level is calculated from

« 3/2
n=vv2 (’”jf,jT) Fy j2(Ep/kT) 2.21)

where n is the carrier concentration, /4 is Planck’s constant, v is the number of carrier
valleys, and my is the density of states effective mass [99]. There are 6 valleys for both
n-type and p-type silicon, while my is 1.08 or 0.49 for electrons (n-type) or holes (p-type),
respectively [99,/100]. In this problem, # is known and we are solving for Eg. In general,

the Fermi integral is

Foottym = (keT)>C/2) / R (2.22)
s+(1/2) o l+exp(E—Ep/kyT

Solving for Er when s = 0 would normally require iterative numerical inte-
gration, but accurate analytical approximations for the inverse Fermi integral have been
developed. We use the method from Nilsson, which is accurate to within 0.5% for
—10 < Ep/kyT < 20 [[101,/102]. Ef is calculated from

Er  In(u) v
Bl _ 223
Wl 1= T T+ (024+1.080) 2.23)

where
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Figure 2.8: Comparison between Kanda’s theoretical piezoresistance factor and experi-
mental data at 300 K. The theory, plotted for p-type silicon, overpredicts P at intermediate
dopant concentrations (10'7-10'® cm—3) and underpredicts P for high concentrations (10'°
cm™3). Experimental data is drawn from Refs. [97,(98,(103-106], and p-type and n-type
data points are plotted as squares and circles, respectively.

2 * -3/2
u=" \]/Vid (debT) (2.24)
\%
2/3
= (3 {f“) (2.25)

Kanda’s piezoresistance factor, calculated from (]21_8[), is plotted in Figure The
model predicts a reduction in the piezoresistance factor with increasing temperature and
dopant concentration. Additionally, it predicts a more rapid reduction in P with dopant
concentration for p-type silicon than for n-type silicon. The model also predicts that the
temperature coefficient of sensitivity (TCS), dP/dT, decreases with increasing dopant
concentration, which will discussed in more detail later.

Comparing Kanda’s model with experimental data (Figure 2.8) we see two things.
First, the model significantly underpredicts P at high concentration. Second, there is

no substantial difference in P between p- and n-type silicon. Kanda’s calculated values
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of P agreed well with the experimental values obtained by Mason [104] for doping
concentrations less than 1 x 10'7 cm™3 from -50 to 150°C, but they are 21% lower than
experimental results at 3 x 10! cm 3. His calculations only consider carrier scattering with
the crystal lattice, and the deviation from experimental data was attributed to additional

scattering by ionized dopants at high concentrations.

The experimental data in Figure [2.8|1s drawn from Tufte and Stelzer [97,|103], Mason
[104]], Kerr [105]], Kurtz and Gravel [98]], and Richter [106]]. There is no obvious difference
in P between p-type and n-type silicon, although Kanda’s theory predicts a higher P for n-
type silicon at high dopant concentrations. Both Tufte and Kurtz used diffusion doping
to form their piezoresistors, so the coefficients are plotted against the surface dopant
concentration. This can lead to an error of up to 15% due to contributions from the more
lightly doped silicon deeper in the sample [105]]. In contrast, Richter used an SOI structure

with uniform doping throughout the device layer to eliminate this effect.

In 2000, Harley developed an empirical fit for the piezoresistance factor based upon the

p-type data from Tufte and Stelzer, Mason, and Kerr [75]]. In Harley’s fit, P is calculated

P =log,, (E] ) (2.26)

where a = 0.2014, b = 1.53 x 10*2 cm 3, and 7 is the dopant concentration.

from

Harley’s fit is plotted against the experimental data in Figure The fit is accurate for
dopant concentrations above 1 x 10'® cm™3 but overpredicts P for lower concentrations.
Additionally, the fit is only for P(N) and not P(N,T), so can’t be used for devices
operating at temperatures above or below 300 K and does not provide information about

the temperature coefficient of sensitivity.

Richter et al. presented an updated model in 2008 for the piezoresistance factor of p-
type silicon as a function of dopant concentration and temperature [106]]. The model was
developed from first principles and included both phonon and ionized impurity scattering,
in constrast with Kanda’s model, which only included phonon scattering. The complete

model was reduced to an approximate analytical formula at the end of the 2008 paper,
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Figure 2.9: Comparison between Harley’s empirical fit and experimental data at 300 K.
The fit is accurate for dopant concentrations greater than 1 x 108 cm—3but overpredicts the
piezoresistance factor for lower concentrations. The fit does not include any temperature
dependency.

T—@
P= n (2.27)

- o« Y__
EORRRC
where T, = T/300 is the normalized temperature. The fitting coefficients 0, Ny, N., «,
B, v and n are presented in Table

Richter’s model is compared with the experimental data at 300 K in Figure [2.10p. The
fit is excellent at high concentrations and P — 1 at low concentrations. Although the model

was developed specifically for p-type silicon it fits n-type accurately as well.

However, many piezoresistive sensors do not operate at room temperature. In contrast
with Harley’s fit, Richter’s model is temperature dependent. Experimental data for
temperatures other than 300 K is available from Richter et al. (300, 325 and 350 K)
and Tufte and Stelzer (77, 125, 160, 200, 250, 300 and 350 K) [103,/106]. The Richter
model is plotted against the experimental piezoresistance factor data in Figure for

the temperatures investigated by Tufte and Stelzer.

The piezoresistance factor predicted by Richter’s model is accurate over the entire
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Figure 2.10: (a) Comparison between Richter’s theoretical model and experimental data
at 300 K. The fit is excellent over the entire range of dopant concentrations. (b) Richter’s
model compared with experimental data from 77K to 350K. Data from Tufte and Stelzer
is for diffusion doped n-type silicon and is plotted as circles [103]], while data from
Richter et al. is for uniformly doped p-type silicon and is plotted as squares [106]]. The
model overpredicts the piezoresistance factor for dopant concentrations greater than 10'6
cm3and temperatures below 200 K.

temperature range for dopant concentrations below 10'® cm™3. As in Kanda’s theory,

the piezoresistance factor scales as roughly 1/7 for lightly doped silicon. However, the
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Table 2.3: Fitting parameters for the Richter model and the modified Richter model to
calculate the piezoresistance factor as a function of dopant concentration as temperature.

Parameter Richter [[106] Modified Richter

0 (-) 0.9 0.95
Ny (em™3) 6x 10" 4.9 x 10"
Ng (cm™3) 7 x10% 2.6 x 10?0
a(-) 0.43 0.39
B 1.6 1.35
Q) 0.1 0.94
n () 3 4.55

predicted value is too large for higher dopant concentrations when the temperature is below
200 K.

In order to provide a more accurate model for low temperature piezoresistor operation,
we fit Richter’s model to the experimental data in Refs. [103,|106] by minimizing
the squared sum of the residual error between the theory and data. The resulting modified
Richter model is plotted in Figure [2.11] at 300 K and the same temperatures plotted in
Figure The fit is substantialy improved at low temperature without any reduction in
accuracy at higher temperatures.

We will use the standard Richter model to design the force probes in the next chapter,
but include the note about the modified Richter model in case it proves useful to other
designers. For applications below 77 K, it would be worth visiting the data from Morin
et al. who measured the piezoresistance factor of p- and n-type silicon of very lightly
doped silicon (< 10'* cm™3) at temperatures as low as 5 K [107]. However, their data is
not included in the fit because the vast majority of piezoresistance sensors utilized doping

levels four to six orders of magnitude higher.

2.2.3 Nonlinearity

Piezoresistive sensors are linear for small mechanical loads. However, several sources of
nonlinearity become significant as the load increases: piezoresistive nonlinearity, circuit

nonlinearity, and structural nonlinearity. These nonlinear effects have been characterized
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Figure 2.11: Comparison between the modified Richter model and experimental data at (a)
300 K and (b) 77-350 K. The model predicts the piezoresistance factor relatively accurately
over the entire temperature and concentration range, while continuing to accurately predict
the performance at 300 K.

and can be accounted for when designing precision sensors. Circuit and structural
nonlinearity depend greatly on application specifics, but nonlinearity in the piezoresistance
coefficients is a fundamental design issue.

The change in resistance with longitudinal stress can be expanded from a linear model

to a third order polynomial of the form
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Figure 2.12: Piezoresistive nonlinearity.
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(a) Relative resistance changes for n-type,
(110) oriented silicon as a function of strain. The samples were doped to 1 x 10'® and
2 x 10*° cm™3 by Suthram and Chen, respectively [89,/108]. (b) By normalizing the

resistance change to the first-order piezoresistivity coefficient (7;), we can account for the
substantial difference in dopant concentration and illustrate the deviation from linearity,
which increases with dopant concentration.

where 7, mp and 73 are the first-, second- and third-order coefficients.

AR 2
? = M1 0]+ MO + T30

3

(2.28)
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Matsuda et al. [109, 110] calculated and measured the piezoresistive coefficients and
third-order effects for both p-type and n-type silicon for the three major crystallographic
orientations with strain up to 0.1%. Higher strain levels were difficult to measure at the
time due to surface defects in the silicon. Measuring higher strain values is necessary to

accurately quantify the second- and third-order coefficients.

Addressing this problem, Chen and MacDonald [108] co-fabricated a microactuator
and a 150 pm long, 150 nm diameter single-crystal silicon fiber, allowing larger strains
to be measured. With the increased range of strain, the second and third order fit for
piezoresistive coefficients were quantified more accurately. The fiber was (110) oriented
and doped to 2 x 10%° cm™3. Their best-fit coefficients were 7; = 1.86 4 0.01 x 10710
Pa~!, 1, =0.124£0.01 x 107! Pa=2 and 73 = 0.100+0.003 x 10728 Pa™3.

Similarly, Suthram et al. measured the mobility enhancement in (110) oriented nMOS
channels doped to 1 x 10'8 cm—3up to 1.5 GPa of tensile stress [89]. They used a four-point
bending system to apply large strains to their samples, and corrected for metal interconnect

resistance changes in calculating the silicon mobility enhancement.

The relative resistance changes (AR/R) measured by Chen and Suthram are plotted in
Figure 2.12h. Suthram et. al measured substantially larger resistance changes due to the
lower doping of their samples. As noted earlier, (110) oriented n-type silicon does not

maximize the piezoresistive coefficients (Table [2.2).
The first-order coefficient () varies substantially with dopant concentration and
temperature, so we can normalize the expansion to obtain
AR 1 3

— — o+ Mo+ o 2.29
R | + 0] + T30] (2.29)

where ﬂé = my/m and 7r§ = m3/m;. The relative second- and third-order coefficients can
be used to approximate the magnitude of nonlinearity regardless of variations in dopant
concentration and temperature. Using Chen and McDonald’s best-fit parameters, ), =
6.45x 1071 Pa~! and 7} = 5.38 x 10720 Pa—2.

The normalized resistance changes (AR/R/m;) measured by Chen and Suthram are

presented in Figure 2.12b. No substantial deviation from linearity was observd by Suthram
et al. for strains up to 0.8% (1.35 GPa). Substantially greater deviation was observed by
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Chen and McDonald, and a 24% decrease in the longitudinal piezoresistive coefficient was
observed at 1% strain. One possible explanation for the results is increased piezoresistive

nonlinearity with increasing dopant concentration.

2.2.4 Theoretical models

The discovery of such large piezoresistive effects demanded a theory of the underlying
physics. This section discusses the prevailing theories at the time of Smith’s measurements
as well as more recent advances.

The theories of semiconductor piezoresistance are grounded in one-dimensional de-
scriptions of electron and hole transport in crystalline structures under strain, with
some extensions to three dimensions, crystal defects, electric potentials and temperature
effects. The various models require some understanding of bandgap energy models, wave
mechanics, and quantum effects; the interested reader is referred to [80,|111-113].

At the time of Smith’s piezoresistance measurements, existing theories were based on
shifts in bandgap energies. The band structure of diamond (Figure[2.13)) was first calculated
by Kimball in 1935 [[114], and that of silicon by Mullaney in 1944 [[115]. In 1950, Bardeen
and Shockley presented a model for mobility changes in semiconductors subjected to
deformation potentials and compared both predicted and measured conductivity changes
in the bandgap with dilation [116]. This work served as the basis for later analyses, such as
that of Herring [117,/118]] and Long [119].

The mobilities and effective masses of electrons and holes are significantly different
from one another and fluctuate under strain. Piezoresistors with n- and p-type doping
exhibit opposite trends in resistivity change with strain and different direction-dependent
resistivity change magnitudes under stress (Tables [2.2] and 2.1). The magnitudes and
signs of the piezoresistive coefficients depend on a number of factors including dopant
concentration, temperature, crystallographic direction, and the relative directions of the
voltage, current and stress to one another and the crystallographic axes.

The relationship between carrier characteristics and strain has been investigated both
experimentally [85,|87,(97] and analytically [88},96./116, 118|120, 121]. Focusing on n-

type silicon, these early studies utilized either effective mass or energy band calculations
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Figure 2.13: Energy band splitting with strain in diamond-type lattices. The energy bands
are plotted for a diamond lattice as a function of strain. Besides the four shaded bands there
are four bands of zero energy width, two following curve IV and two following curve VI.
After Kimball [114]. ©1935 American Institute of Physics.

with wave propagation in one direction at a time. The change in mobility (and thus,
conductivity) with lattice strain is attributed to band warping or bending and the non-

uniform density of states.

The implications for the related large mobility and resistance changes were not realized
prior to Smith’s discovery [122,|123]. Following Bardeen and Shockley’s models for
mobility changes with deformation potentials, more refined models of transport and energy
band structure based on new experimental work became available. In 1955, Herring
proposed his Many-Valley model, which adequately explained piezoresistance for n-type
silicon and germanium [96,116,(118.|120,/121}, 124-127]].

Herring’s Many-Valley model for n-type silicon proposes three symmetrical valleys
along the <100> direction [118]. His model projects the band energy minima in three
orthogonal directions as locations of constant minimum energy. The minimum energy of
each valley lies along the centerline of the constant energy ellipsoid. Electrons have a
higher mobility along the direction perpendicular to the long axes of the ellipsoids. Since

electrons occupy lower energy states first, they are found in these regions bounded by
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ellipsoids of constant low-energy. These ellipsoids, bounded by higher-energy regions, are
referred to as valleys. With strain however, the symmetry is broken and the ellipsoids are
asymmetrically dilated or constricted. This results in an anisotropic change in conductivity

proportional to strain.

Most models represent the direction dependence of bandgap and electron energies by
either a wave vector (k) or momentum (p) and the effective masses of the carriers. The
energy surfaces for electron mobility are accordingly represented in k- or p-space. The
wave propagation is confined to quantum states by the periodicity of the lattice, and edges
in the band diagrams correspond to the edges of the Brillouin zone (smallest primitive cell,

or unit cell, of the reciprocal lattice) oriented in a direction of interest [[80].

In the unstrained silicon crystal, the lowest conduction band energies (valleys) or
highest mobility orientations are aligned with the <100> directions. The conduction
electrons are thus imagined to be lying in six equal groups aligned with the three <100>
directions. For any valley, the mobility is the lowest when parallel to the valley direction,
and the highest when perpendicular to the valley. For example, an electron in the z valley
has higher mobility in the x and y directions than in the z direction. The effective mobility
is the average from the three valleys [127]]. Net electron conductivity is the sum of the
conductivity components along the three valley orientations and is independent of direction

in the unstrained crystal.

Uniaxial elongation increases the band energy of the valley parallel to the strain
and transfers electrons to perpendicular valleys, where they have higher mobility in the
strain direction. Tension shifts the electron distribution amongst the valleys, increasing
the conductivity in the direction of the tension (longitudinal effect) and reducing the
conductivity in the directions perpendicular to the tension (transverse effect). Compression
has the opposite effect. The many-valley model accurately models n-type silicon,
and recent extensions improve the accuracy at high transverse electric fields and low
temperature [[128]].

The piezoresistance theory for n-type semiconductors continued to be refined from
1954 onward, but until recently piezoresistance in p-type silicon was not fully under-
stood [[132,|133]]. However, recent computational advances have enabled an improved

understanding of p-type piezoresistance [[113,/134-136|]. This is important because most
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Figure 2.14: Hole mobility enhancement in semiconductors as a function of stress. Sun
et al. compared their experimental results with those from several other research groups
[129-131]] and noted that a hole mobility enhancements up to 2 GPa in Si and up to 4 GPa
in Ge and GaAs. Reprinted with permission from Sun [113]], ©2007 American Institute of
Physics.

research and commercial piezoresistive devices are p-type and models had been largely
based on empirical results. Theoretical studies based on the strain Hamiltonian [[137-139],
deformation potentials in strained silicon, and cyclotron resonance results have revealed
several factors that affect hole mobilities in semiconductors, such as band warping,

splitting, and effective mass changes [140-144].

Historically, piezoresistive technology drew from mainstream IC research and con-
tinues to do so. Now, with the strong interest in strain engineering to increase carrier
mobility in ICs, the situation has reversed and mainstream semiconductor technology
is drawing on findings of piezoresistive research. Strain engineered materials, such as
silicon-germanium (Sij_xGeyx), can increase the channel mobility in MOSFET devices
[89L[113,/145,/146]. Suthram et al. [89]] applied large uniaxial stress to nMOS transistors
and showed that piezoresistive coefficients were constant while the electron mobility

enhancement increased linearly for stresses up to 1.5 GPa. Figure shows plotted hole
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(a) (b) (c)

Figure 2.15: A resistance change can be transduced into a voltage change using a (a)
four-wire resistance measurement, (b) voltage divider or (¢) Wheatstone bridge. The
Wheatstone bridge allows circuit output nulling and temperature compensation.

mobility enhancement factor for several semiconductors as a function of stress.

2.3 Signal conditioning

The electrical resistance of a piezoresistor can be monitored using a variety of techniques.
The most direct method is to force a known current through the piezoresistor (Rp,) and
measure the voltage drop. This is typically accomplished using a four-wire measurement
(Figure 2.15p), where one pair of the wires is connected to a current source and the other
pair is connected to a voltmeter. As long as the input impedance of the voltmeter is much
larger than the piezoresistor resistance, negligible current will flow in the sensing wires and
their resistance will not affect the measurement.

The resistance of the piezoresistor depends upon the temperature and stress according

to

Rpr = Ro(1 + 0AT + mAc + mAGy) (2.30)

where Ry is the resistance for a reference temperature and stress, ¢ is the temperature
coefficient of resistance (TCR), m and m; are the longitudinal and transverse piezoresistive

coefficients of the piezoresistor, and AT, Aoj; and Ao; are the changes in temperature,
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longitudinal stress and transverse stress from their reference values.

The initial output voltage of the circuit is Vi = IRy, while the output change can
be calculated from AVoy = IRy = IRo(1 + 0AT + mAG) + mAcy). Assuming that the
piezoresistor is unaxially loaded along its longitudinal axis (o; = 0) then the relative change

in output voltage is

AVout
Vout

=14 aAT + mAo;. (2.31)

The relative change in output voltage due to temperature and stress changes can be

calculated by taking the partial derivatives of (2.31), yielding

J AVout o
37 ( Ve > - « (2.32)
a AVout o
acy1 ( Vout ) - (2.33)

Depending on the magnitude of temperature fluctuations, the temperature induced

change in output may be substantially larger than that due to mechanical loading.

Temperature compensation can be improved by modifying the circuit layout. The most
common temperature compensation technique is to use two identical piezoresistors in a
configuration where the common-mode resistance change is rejected. For example, the
piezoresistor that experiences mechanical loading (Rp,,) can be placed in a voltage divider

with an identical, temperature compensation resistor that does not experience any loading
(Ry) as shown in Figure [2.15p.

The output from the voltage divider is Vour = ViridgeRpr/ (Rpr + Ric), and assuming that
Ry and Ry are perfectly matched the initial output will be Vyyigee /2. The relative change in

output voltage, assuming uniaxial longitudinal loading once more, is

_ A% (2.34)
Vout 14 aAT + z?’L'IAG]

Taking partial derivatives of (2.34) with respect to 7" and 6j, we obtain
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0 (Avout) o1+ 0AT 4+ 3mAc) — o1 + aAT + mAcy)
T \ Vou (1 + aAT + %ﬂ]AG])Z

d (AVOM) _ m(1+ AT + 5mAacy) — 5m(1 + aAT + mAoy)
90 \ Vou / (1+ AT + 3mAc)? .

For small changes in temperature and stress (¢dA7T < 1 and mAo; < 1) we can simplify

the results to obtain

d (AVou\

ﬁ(%m) = 0 (2.35)
(2.36)

o (AVeu\

7= (7) - i =0

The voltage divider circuit eliminates first-order output voltage temperature changes,
although the sensitivity is a factor of two smaller. The fact that m; ~ —m; for p-type silicon
piezoresistors can be utilized by placing both piezoresistors on the mechanically loaded
element, one oriented in the longitudinal direction and the other in the transverse direction,

to restore the original stress sensitivity of the sensor.

However, in both the 4-wire and voltage divider circuits the initial output offset is
much larger than the stress-induced voltage changes. If data acquisition circuits had
infinite resolution this would not pose a problem, however the dynamic range in a practical
measurement circuit is limited by the analog-to-digital converter (ADC) resolution, and the

ratio between the measurement noise floor and full scale output.

The most common measurement circuit, which achieves temperature compensation and
allows nulling of the initial output offset is the Wheatstone bridge (Figure [2.15f). If only
one resistor in the bridge is mechanically loaded (quarter-active configuration) then the
stress sensitivity of the sensor is reduced by a factor of four from the 4-wire configuration
(2.33). As in the voltage divider case, the sensitivity can be increased by using a half- or

full-bridge configuration with either two or four piezoresistors placed on the mechanically
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loaded element. In the half-bridge configuration the temperature and stress sensitivities are
identical to (2.33) and (2.37). We emphasize that voltage divider and Wheatstone bridge

circuits are inherently nonlinear, with the magnitude depending on how many resistors in

the circuit change resistance with strain, and both circuit and piezoresistive nonlinearity
may need to be compensated for in precision applications [[147]].

The Wheatstone bridge can be biased with either a voltage or current source, and
feedback resistors can be added to the bridge for improved temperature compensation
[148]. Additionally, a pair of differential amplifiers can be used instead of a Wheatstone
bridge [149] at the cost of additional complexity and increased noise depending on the
particular design of the piezoresistors and differential amplifier.

Pfann and Thurston [96] recognized the benefits of using transverse and shear
piezoresistance effects in conjunction with longitudinal piezoresistance for devices. Many
of their geometries employed a full Wheatstone bridge with two longitudinal and two
transverse piezoresistors to increase sensitivity and compensate for resistance changes
due to temperature. Notably, they proposed integrating the piezoresistors with the force
collecting structure and discussed the advantages and disadvantages of a number of
geometries for various types of measurements. They anticipated most of the geometries

widely employed today.

2.3.1 Process variation and temperature compensation

In practice, fabrication process variations give rise to mismatch in Ry, o and 7 between
nominally identical silicon resistors so perfect temperature compensation is never achieved.
Mismatch can be minimized by placing all of the resistors as close as possible to
each other to minimize variations, and output from the signal conditioning circuit
can be calibrated and compensated to achieve high accuracy. Signal conditioning
electronics typically perform amplification, filtering, additional temperature compensation
and nonlinearity correction, and can be monolithically integrated with the piezoresistive
sensors or fabricated separately.

Modern electronics can ultimately correct all repeatable errors. If a piezoresistive

sensor is heated and then cooled to the initial temperature, then the output should be
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the same for the same input. However, small differences are usually observed between
temperature cycles. This thermal non-repeatability is one of the fundamental limits of

sensor accuracy, not correctable with signal conditioning circuits.

Prior to 1980 most of the temperature compensation circuits for piezoresistive sensors
employed trim resistors with or without low noise bipolar junction transistor (BJT) based
amplifiers. Laser-trimmed resistors were used to adjust the offset, span, nonlinearity and

other errors of piezoresistive sensors.

CMOS circuitry became the dominant source of signal conditioning after 1990. The
need for even smaller, more accurate, and cheaper sensors was an impetus for the transition
to CMOS. The bipolar technology, an analog technology, does not offer the functionality
of a digital technology (CMOS) measured in terms of cost per power per functionality.
The push toward CMOS technology evolved with the availability of non-volatile memory
(NVM). The laser-trimmed resistors were then replaced with digital-to-analog converters
(DAC) and memory. By use of double correlated sampling, offset and low frequency noise
of the CMOS circuit are sampled and stored on a capacitor and in the next cycle they are
subtracted from the original signal. Hence rendering the CMOS amplifier almost ideal in

the low frequency region relative to the sampling frequency.

In CMOS, the need for digital output is easily addressed by integrating the ADC
with the sensor. A majority of integrated designs incorporate sigma-delta converters
(Figure as the primary ADC architecture due to its inherent robustness [[150,/151].
Through the combination of CMOS integration and NVM, the need for laser trimming
as a means of sensor compensation was eliminated and the power of digital technology
was used to compensate and calibrate the piezoresistive sensors. This technology enabled

unprecedented sensor accuracy at very low cost [152].

There are two main architectures for piezoresistor temperature compensation: fully
digital compensation and digitally controlled analog compensation [[153]]. The digital signal
path architecture uses an ADC to digitize the Wheatstone bridge signal and a temperature
sensor signal, then uses a predefined model to perform signal compensation. If an analog
output is needed then the compensated digital data is fed to a DAC. This architecture is the
most flexible but has some inherent problems that limit its use in control loops. One of the

main drawbacks is the delay time from the input to output. The ADC, the microprocessor,
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Figure 2.16: (a) CMOS integrated piezoresistive cantilever array (two scanning cantilevers
and one reference cantilever) (b) Micrograph of the overall sensor CMOS signal
conditioning circuit (c¢) Array of 12 cantilevers (the inner ten can be used for scanning
while the outer two serve as a reference). The dimensions of the scanning cantilevers are
500 um x 85 um. From Hafizovic et al. , reprinted with permission from PNAS.

and the DAC all need processing time, this dead time may not be tolerated in feedback
control. In contrast, the digitally controlled analog path architecture takes advantage of
the fact that temperature is a slow signal. Hence, delay in processing of the temperature
signal is not of concern. The digitized temperature signal is mathematically processed and
controls an analog path by changing the gain and the offset of wide-band amplifiers, which

inherently have small delays.

The question of integration of the sensor with electronics mainly depends on the
application. Generic signal conditioning circuitry consists of an excitation circuit, a bridge
circuit, an amplifier, and a filter . These components all contribute to the noise
figure of the system (Figure [2.17). Ishihara et al. developed the first CMOS integrated
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Figure 2.17: The power spectral density (PSD) and integrated force noise of a
measurement system using an AD622 instrumentation amplifier and piezoresistor bridge.
All components in a signal conditioning circuit contribute to the noise and resolution of the
system. Courtesy of Sung-Jin Park [[154], reprinted with permission from PNAS.

silicon diaphragm pressure sensors in 1987 [155]. Since then, CMOS circuitry has been
integrated with piezoresistive MEMS devices, such as AFM [70,/156-162] and force or
stress sensors [163H171]]. Baltes et al. reviewed advances in the CMOS-based MEMS
until 2002, including microsensors and packaging, and discussed some key challenges and
applications for the future [172,173]].

The most common integration approach in commercial MEMS sensors is currently
hybrid integration with MEMS and CMOS fabrication handled at separate foundries and
package-level integration. This approach avoids the fabrication process compromises
inherent to monolithic integration, and avoids wasting the relatively expensive area on
the CMOS die with large MEMS structures. Current examples of products that utilize
hybrid integration include the ADXL345 (in contrast with earlier monolithically integrated
accelerometers from Analog Devices) and the Bosch BMP180 piezoresistive barometer.

When there is sufficient room on the sensor, such as in pressure sensors and accelerom-
eters which benefit from a large force collection membrane or proof mass, a full-bridge
configuration is typically used with four active piezoresistors. This approach provides

the highest possible sensitivity and first-order temperature compensation. However, other
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Modulation-demodulation allows the sensor signal to be amplified at an arbitrary frequency,
eliminating the effect of amplifier 1/f noise on the signal. Following Ref. [24]. ©2009
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piezoresistive sensors, such as cantilevers, should typically be made as small as possible,
making it challenging to optimize performance while placing all four piezoresistors on the
cantilever. If only one piezoresistor can fit on the cantilever, an off-cantilever temperature
compensation is typically used in a quarter-active Wheatstone bridge. More recently,
Chui et al. took advantage of the insensitivity of p-type piezoresistors to strain in the
<100> direction by orienting one cantilever leg in the <110> direction and the other in
the <100> direction, yielding an order of magnitude improvement in thermal disturbance

rejection [|174]].

2.3.2 Heterodyne biasing

The Wheatstone bridge is typically biased with a DC bias. However, in certain situations
the 1/f noise of the signal conditioning electronics can be greater than that of the
piezoresistor sensor, which requires an alternative approach. One solution is to use a
modulation-demodulation circuit, in which the bridge is sinusoidally biased at a frequency
above the 1/f noise corner frequency of the electronics [[175]. The amplitude of the
Wheatstone bridge output remains proportional to the resistance change of the sensor, and

the modulated bridge output is amplified, bandpass-filtered to reduce the effect of noise
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folding, and demodulated before data acquisition. Modulation-demodulation allows the
sensor signal to be amplified at an arbitrary frequency, eliminating the effect of amplifier

1/f noise on the signal or other spectrally limited noise sources (Figure 2.18).

2.4 Sensor resolution

The design of the signal conditioning circuit plays a large role in determining the resolution
of a piezoresistive sensor. Sensor resolution is defined as the smallest signal that can
be reliably detected. The minimum detectable signal without averaging multiple trials is
commonly equated to the RMS noise of the measurand (i.e. signal-to-noise ratio of unity)

according to

V .
Resolution = % (2.38)

where Vjoise 1S the RMS voltage noise and S is the voltage-referred sensitivity with
respect to the measurand (e.g. force, displacement or pressure) of the sensor. In this section
we will present models for calculating the noise and sensitivity of arbitrary piezoresistive

Sensors.

2.4.1 Noise

Noise is any unwanted disturbance that interferes with the signal being measured. A
variety of noise sources lead to random fluctuations in the output of a piezoresistive
sensor. The dominant noise sources in piezoresistive sensors are electrical, although
there are exceptions. For example, temperature fluctuations typically limit resolution for
measurements that are hours to days in length, while Brownian motion of the atoms in
the piezoresistive sensor (thermomechanical noise) provides a fundamental lower limit for
optimized nanomechanical sensors.

We will divide piezoresistor noise into intrinsic and extrinsic sources. Intrinsic sources,
which depend solely on the design of the piezoresistive sensor and signal conditioning
circuitry, are the focus of our design methods because they are readily quantified. Extrinsic

sources are associated with the specific measurement environment, such as inductive or
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capacitive line pickup [42], carrier injection due to high intensity light illumination, and
variation in the ambient temperature or humidity [176]. Extrinsic noise sources can
vary enormously with the measurement situation so are not included in the piezoresistor
performance models.

Noise processes are stochastic, but can be modeled using statistical methods in both the
time and frequency domains. The goal of our noise analysis will be to determine amplitude
and spectral distribution of the noise sources for a general piezoresistive sensor and signal
conditioning circuit.

We will discuss a generic noise source in order to introduce these concepts before

moving onto piezoresistive sensor and signal conditioning noise sources.

A brief introduction to noise

Consider a random voltage noise source, vy, that is passed through a brickwall bandpass
filter with center frequency fy and bandwidth Af. Due to prior knowledge, we expect the
noise to have a mean value of zero and a standard deviation of ¢. If we assume that the

noise is normally distributed, then its probability density function (PDF) is

2
p(x) = ! exp< ! ) (2.39)

oV21 202

where p(x) is the probability of observing v = x. We assume that the noise source is
stationary so that the PDF doesn’t change with time. In order to verify the PDF, we measure
the noise amplitude a large number of times and compute the mean and mean-square values

as

N
VN = lZvN(t):o (2.40)
Nt:l
- I 2
W = NZVN(I):G (2.41)

-
I
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We can compare these values with the PDF model by computing the mean and mean-

square values as
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(o)

V)N = / xp(x)dx =0 (2.42)

—00

= / 2p(x)dx = 62 (2.43)

to find that the PDF model does in fact accurately describe the noise source.

The RMS noise amplitude, equal to the square root of the mean-square value, can then
be calculated as ¢. In general, any noise source with a Gaussian probability distribution
will have an RMS amplitude equal to the probability distribution’s standard deviation. The
peak-to-peak amplitude of the same signal is usually estimated to be 65, because the chance

of observing a voltage outside of that range is small (0.3%).

Now suppose that we discovered vy is actually the sum of two independent noise
sources, vN; and vy each with their own standard deviations, 67 and 6. The mean and
mean-square values of the total noise can be recalculated in terms of the noise components

from

VN = VNITVN2 (2.44)

% = %+%+2lesz- (2.45)

The third term in (2.45) depends on the correlation between the two smaller noise
sources. If they are uncorrelated, then the average value of their product is equal to zero and
the term drops out. Most noise sources are uncorrelated, for example the thermal noise of
two separate resistors. Correlated noise sources can arise when there is coupling between
noise sources (e.g. capacitive, inductive or thermal coupling) or when the noise is due to
a external source that affects a circuit in multiple locations simultaneously. The dominant

noise sources in piezoresistive sensors are uncorrelated.

Noise is often expressed in units of power (which is proportional to V?), because
the total noise power increases linearly with the addition of uncorrelated noise sources.

Assuming that vy and vy are uncorrelated, the RMS noise is
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vRMS =\ V2 +02,. (2.46)

An important concept in adding uncorrelated noise sources is that the RMS noise
mainly depends on the largest noise source. For example, if VN7 = VN2 = 10nV then both
contribute equally to the total noise and VEMS = 14.1nV. But if % decreases by a factor of
5, the total noise only decreases slightly (from 14.1 to 10.2 nV) because it is limited by the
largest noise source. The fact that overall noise is mainly determined by the largest noise
source will have broad implications for optimizing the design of piezoresistive sensors,

particularly the tradeoff between Johnson and 1/f noise.

We have kept the frequency (fo) and bandwidth (Af) of the bandpass filter constant so
far. But both will change depending on the frequency response of the amplifiers and filters
in the signal conditioning circuit. In general, noise is generated by broadband sources
over a wide frequency range, and by applying a narrow-band filter we have selected a
small frequency range to observe. The mean-square amplitude of our noise source can be

normalized to the measurement bandwidth to yield its power spectral density:

2 2
Sn(f) = Z—l} = Z—f (2.47)

The power spectral density (PSD) has units of power per unit frequency, such as V2 /Hz

or A% /Hz. The RMS amplitude of any noise source can be calculated from

fmax
S = [ [ s (248)

fmin

for an arbitrary frequency range if S(f) of the noise source is known, where f;, and
Jmax are the lower and upper measurement frequency limits. Multiple uncorrelated noise
sources can be treated by summing their power spectral densities. By integrating the power
spectral density over frequency, we are effectively treating the noise at each frequency as

an independent noise source and adding their mean-square values.

Assuming that the power spectral density of our example noise source is constant and
independent of frequency (2.47), then its integrated RMS noise from fiin t0 fmax Will be
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Figure 2.19: Example noise measurement system. The Wheatstone bridge is balanced
using a single potentiometer, the output is amplified using a high input impedance amplifier,
and the spectral content of the noise signal is measured using a signal analyzer or taking
the Fourier transform of the time-domain data.

(0}
VRMS = —— \/finax — funin- (2.49)

VASf
The noise amplitude increases as the square root of the measurement bandwidth. In

effect, the noise at two separate frequencies is uncorrelated and the integrated noise is their

vector sum.

The noise source we have discussed in this section is an example of white noise, which
has a flat power spectral density, typical of Johnson noise or shot noise. Other noise sources,
such as 1/f noise, have power spectral densities that vary with frequency. The first step in
designing any sensor is determining the measurement bandwidth and choosing appropriate
filters, because the results from piezoresistive sensor design will vary depending on the
measurement bandwidth. The measurement bandwidth should always be limited to the

frequency range over which the signal of interest is distributed.

We will often discuss noise sources in terms of their voltage or current spectral densities
rather than their power spectral densities. Voltage spectral density, Vx, is equivalent to the
square root of the power spectral density, and has units of V/ v/Hz. The noise performance
of integrated circuits is typically quoted in terms of voltage and current spectral densities

by manufacturers.
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Noise spectra can be measured using either a signal/spectrum analyzer or by taking the
Fourier transform of time-domain data (Figure [2.19). The measurement circuit in Figure
[2.19] includes two silicon resistors in a Wheatstone bridge for temperature compensation
(Rpr and Ry) and one potentiometer (Rpot). The potentiometer is used to null the
Wheatstone bridge output before it is amplified and measured.

We will now discuss the particular noise sources that affect piezoresistive sensors.

Johnson noise

Thermal noise, also referred to as Johnson or Johnson-Nyquist noise, is universal to
electrical resistors [177]. It was first observed in 1928 by Johnson [178] and theoretically
explained later that year by Nyquist [179]]. Johnson noise is caused by the thermal agitation
of charge carriers within a conductor. Similarly, Brownian motion and thermomechanical
noise are caused by the thermal agitation of atoms. Johnson noise is fundamental, exists in
all resistors and modern electronic devices, and cannot be eliminated.

The power spectral density of Johnson noise is independent of frequency and can be

calculated from

Sy = 4ky TR (2.50)

where &y, (J/K) is Boltzmann’s constant while 7 (K) and R () are the temperature and
electrical resistance of the resistor. We will generally model Johnson noise as a voltage
noise source in series with an ideal resistor, although it can equivalently be modeled as a
current noise source in parallel with the resistor with a current noise power spectral density
of 4kyT /R.

The RMS voltage noise in a given circuit can be calculated by integrating the Johnson

noise power spectral density over the measurement bandwidth to obtain

Vi = /4o TR(fimax — fmin) (2.51)

Thus, in order to minimize Johnson noise, the resistance, temperature and measurement
bandwidth should be minimized. The temperature and measurement bandwidth are

typically determined by the sensor application, so reducing the piezoresistor resistance is
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Figure 2.20: Models for semiconductor 1/f noise. The Hooge model assumes that scattering
sites and traps exist on the bulk of the material. Carriers may (a) drift unimpeded in the
electric field, (b) enter and (c) exit traps, or (d) scatter. Post-ion implantation annealing
reduces the density of scattering sites and traps. In the McWhorter model, traps exist at
material interfaces, such as between Si and SiO,. (e) Carriers generally drift unimpeded
within the bulk of the semiconductor, but may (f) enter and (g) exit trapping sites at the
material interface.

the main design option for minimizing Johnson noise.

Although (2.50)) holds for a single resistor, a Wheatstone bridge contains four resistors.
Assuming that the bridge is balanced and all four resistors have resistance R, then the
impedance looking out from each amplifier input is R/2 and the Johnson noise PSD due
to the resistors will be 2k, TR at each amplifier input. But the noise power of uncorrelated
sources adds linearly, so the total Johnson noise of the Wheatstone bridge is 4k,7TR. In
short, the Johnson noise of a balanced Wheatstone bridge is equal to the Johnson noise of

one of the resistors in the bridge.

1/f noise

The power spectral density of 1/f noise, as its name implies, is inversely proportional to
frequency. First discovered due to excess low frequency noise in vacuum tubes, 1/f noise
is found in a wide variety of systems, from noise in field effect transistors to the resonant
frequency of quartz crystal oscillators to annual variations in rainfall and temperature [[180]].
1/f noise in semiconductor electronics is not completely understood and remains an active
research topic [181H186]]. Despite many decades of research, the underlying sources of 1/f
noise are still debated [[187]].
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The most widely used models for 1/f noise today are attributed to McWhorter and
Hooge. These views are currently the leading explanations for the origin of 1/f noise in
semiconductors. The McWhorter model attributes the 1/f noise to surface factors [[188|,
189], while the Hooge model implicates bulk defects [190}[191]] (Figure [2.20).

One point that all experiments and models agree upon is that 1/f noise in resistors is
caused by conductivity fluctuations [186}/191]]. Hooge showed that the 1/f low-frequency
noise modulated the Johnson noise even with no current flowing through the resistor [[192].
This experiment demonstrated that 1/f noise is not current-generated, and that rather,

current flow is only needed to transduce conductivity fluctuations into voltage noise.

Attempts to observe the lower limit of 1/f, below which the spectrum theoretically
flattens, have not been successful [191]. Measurements down to 3 pHz (or approximately

4 days per cycle) show a noise spectrum that is still 1/f [[193]].

Hooge’s empirical 1/f noise model predicts that the voltage power spectral density of a

resistor with uniform current density is

o
Sy = Vb%asN—fff (2.52)
€

where f, Negr, and Vi, are the frequency, the effective number of carriers in the
resistor, and the bias voltage across the resistor, respectively. A non-dimensional fitting
parameter, «, is ascribed to the crystal lattice quality and typically ranges from 107> to
10~7 depending on the fabrication process details [75,/175,194]. Note that the total number
of carriers in the resistor is not equal to the effective number of carriers when the current
density is not constant throughout the resistor. We will discuss calculating the effective

number of carriers shortly.

The RMS 1/f noise in a measurement bandwidth from fi,in t0 fmax, rewritten in terms

of Voridge rather than Vyig, 1s equal to
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fmax
Vig = / Sudf
f,

min

(04 11’1 fmax

R fmin '

= Vbridge (2.53)

(2.53) and (2.52)) apply to a single resistor. Although a Wheatstone bridge could
contain just a single silicon piezoresistor, either two or four silicon resistors are typically
used for temperature compensation (Section [2.6). The 1/f noise from discrete resistors
is uncorrelated, so the integrated noise increases by a factor of v/2 for every additional
(nominally identical) silicon resistor in the bridge.

We also want to emphasize that the integrated 1/f noise power spectral density is
constant for every decade of measurement bandwidth, whereas the Johnson noise power
spectral density scales linearly with bandwidth. The result is that 1/f noise tends to be
limiting factor for low frequency measurements while Johnson noise limits wide bandwidth
measurements. The differences in frequency scaling behavior between the various noise
sources has important implications for design optimization. For example, increasing the
length of a piezoresistor reduces the 1/f noise (more carriers) but increases the Johnson
noise (higher resistance) and an optimized cantilever design will generally balance the
integrated noise of each noise source.

Is 1/f noise in silicon piezoresistors due to surface or bulk defects? Harley and Kenny
showed that resistors with different surface to volume ratios have the same 1/f noise
characteristics, and that 1/f noise scales with the resistor volume, consistent with Hooge’s
empirical equation [[75]]. The Hooge model has been applied to accurately model 1/f noise
in silicon piezoresistors for diffused [[195,/196]], ion implanted [197,/198]] and epitaxial
piezoresistors [36,]199]. In summary, 1/f noise in silicon piezoresistors is predominantly
due to bulk defects located near the wafer surface and we will use the Hooge model for all
modeling and optimization work.

Hooge defines 1/f noise as only those spectra described by 1/f* where the frequency
component n ranges from 0.9 to 1.1. Noise with a different power spectral density and

other frequency exponents, sometimes referred to as 1/f-like noise, is often confused with
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1/f noise and is not predicted by the Hooge equation. According to Hooge, noise with a
higher exponent (e.g. 1.5 or 2), indicates noise mechanisms other than mobility fluctuations
that should not be considered 1/f noise.

Abnormal 1/f noise characterization can give insights into piezoresistor reliability and
failure analyses. For example, Neri [200] found that the 1/f exponent is closer to 2 in
metal traces that exhibit electromigration. Similarly, Vandamme [201]] showed that excess
1/f noise in semiconductors can be attributed to small constrictions and current crowding.
Constrictions can also lead a nonlinear response and the appearance of third harmonics in
the signal output.

Park showed that excess 1/f noise in cantilevers varies with the Joule heating power and
thermal conductance from cantilever to the ambient temperature [202]. For example, large
power dissipation in cantilevers lead to excess noise, while the same power dissipation in
identical, unreleased test structures did not exhibit excess noise. When the temperature
of the silicon resistor is significantly above the ambient temperature, air flow currents
modulate the resistor temperature and lead to fluctuations in the sensor output. Elevated
temperature leads to an increase in sensor noise and a reduction in sensitivity, so is
important to consider in the design optimization process and will be discussed in Section
2.6}

Polysilicon resistors have higher 1/f noise than their single crystal counterparts [203].
At grain boundaries, small constrictions are present, thus reducing the effective number of
carriers due to current crowding. The reduction in the number of carriers depends on the
polysilicon processing history due to its dependence on grain size.

As noted earlier in @]), the 1/f noise depends on the effective number of carriers, not
the total number. When the current density varies over the resistor volume, the effective
number of carriers will always be less than the total number. Examples include polysilicon
and metal-silicon contacts, where current crowding is well known, but also any resistor
where the dopant concentration varies throughout the thickness (e.g. ion implanted and
diffused resistors). The general expression for the Hooge noise power spectral density
is [204]]

a J4P2
_ o I 2.54
i sz/ P av (2.54)
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where [ is the total current and J, p and n are the spatially varying current density,
resistivity and carrier concentration. Current density contributes to the noise power by the
fourth power, and local constrictions, sharp changes in current direction, or abrupt changes
in dopant concentration can substantially increase the 1/f noise. The integral for arbitrary

geometries can be calculated using finite element analysis.

Any piezoresistor that varies in dopant concentration throughout its depth has some
degree of current crowding. This occurs because the carrier mobility varies with dopant
concentration; as dopant concentration increases the mobility decreases and the current
carried per dopant atom decreases. The total number of carriers per unit area (N°) can

be calculated directly from the carrier profile as

tA
Niowl — /()Jn(z)dz. (2.55)

The total number of carriers is essentially equal to the effective number of carriers for
epitaxial piezoresistors, but the total number of carriers is often erroneously applied to
other fabrication methods [22]. The effective number of carriers per unit area (N,) can be
calculated from @[) following [2035] as

( féj n/.tdz) :
Ny=—~—F-—"". (2.56)
Jo nu?dz

For a typical diffusion dopant profile (e.g. POCL3 at 800°C for 60 minutes) the effective
number of carriers per unit area is 80% of the total number. Using the total rather than the
effective number of carriers would lead to a 20% overestimate of o during noise analysis.
Current crowding should also be considered when laying out devices with doped silicon
traces, which will contribute to the overall 1/f noise. Current crowding is not an issue for
epitaxial profiles. For the ion implanted profiles we will investigate (Section [2.5.3) the
effective number of carriers ranges from 54 to 99% of the total number and is 90% on

average.
A defining characteristic of Hooge-type 1/f noise is that the voltage spectral density
increases linearly with the applied bias and the power spectral density scales with the

bias squared. If the noise amplitude scales in another manner, then it is likely that other
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Figure 2.21: The Hooge noise parameters, ¢, decreases for ion implanted piezoresistors as
the diffusion length of dopant atoms during the post-implantation anneal, /D, increases.
Data was compiled from Refs. [35.73]75,/175L206].

mechanisms, such as current crowding or temperature fluctuations, are present.

1/f noise can be reduced by either increasing N or decreasing . Vandamme showed
that a depends on crystal lattice perfection and that o can be reduced for ion implanted
resistors by increasing the time and temperature of the post-implantation anneal [206].
He later showed that the o for a MOSFET channel varies with the gate voltage due to
variation in ¢ through the channel depth [207]. The 1/f noise was lower when the channel
was operated in depletion mode than in accumulation mode because the current flow was

further away from the surface.

Thus, the post-ion implantation anneal performs three functions: dopant activation,
lattice repair and shifting conduction away from the surface. Several groups have
investigated the dependence of ¢ on the diffusion length of the dopant atoms during the
anneal, v/Dr, and shown that longer diffusion length anneals decrease the 1/f noise of
silicon piezoresistive cantilevers [75,/175]]. The Hooge noise parameter (¢) is plotted in
Figure as a function of the dopant diffusion length during the post-ion implantation
anneal based upon data from Refs. [[35,/73.75,175,206].



2.4. SENSOR RESOLUTION 93

It is important to note that a surface passivation oxide layer is not necessary to achieve
low 1/f noise. Harley measured the noise spectra of resistors with and without passivation
oxide layers and observed no difference in 1/f noise [36]]. The data suggests that the post-
implantation anneal decreases 1/f noise by eliminating defects in the bulk of the resistor

and driving dopants further into the bulk, not by passivating the resistor surface.

The best-fit line plotted in Figure is

) —0.598

o = 2.469 x 10710 (\/Dt (2.57)

which is slightly different from the fit presented in 2000 by Harley [22] because it
includes subsequent data from Mallon and Yu [[175,/194]].

We note several points of caution with regards to the empirical fit.

First, there is substantial uncertainty in calculating o due to the difficulty in calculating
the effective number of carriers in the piezoresistor. Errors can be introduced either
through an inaccurate estimate of the dopant concentration profile, error in calculating
the resistor volume, or not accounting for current crowding in the resistor. For example,
using simulated dopant profiles rather than a direct measurement of the electrically active
dopant concentration profile (via spreading resistance analysis) could account for some
error. However, the calculated o values are from multiple research groups spanning several
decades, so random errors should presumably average out. There are several possible
sources of systematic error in the data as well. In particular, using N°® rather than N,
would lead to overestimates of 10-50% in calculating o depending on the degree of current

crowding.

Second, there is probably a lower bound on . Harley initially predicted a lower bound
of 107° based upon the data available at the time [22]. Jevtic theoretically investigated
variation in o with dopant concentration and predicted minimum values of 1 x 107> and
3 x 107> for n- and p-type single crystal silicon, respectively [208]. However, silicon
piezoresistors with significantly lower o values have been demonstrated for both dopant
types. Applying to diffusion lengths greater than 10> m without preliminary tests

is not advised.

Third, the data fit only applies to ion implanted piezoresistors and all of the data points
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are for boron doping. This leads to two major assumptions. First, we will assume that the
relationship between o and the dopant diffusion length holds for phosphorus and arsenic as
well. Due to the lower diffusivities of phosphorus and especially arsenic, this assumption
leads to very different optimization results than if we had assume that o depends on the
diffusion length of the silicon atoms. Second, we will assume that o = 1073 for diffused

and epitaxial piezoresistors without any subsequent annealing.

Harley calculated a value of 2 x 10~ for his epitaxial piezoresistors [22]. We measured
a values ranging from 2 x 107 to 5 x 107 for diffused phosphorus piezoresistors with a
mean value of 1.05 x 1073 [196]. Neither technique has the inherent lattice damage of ion
implantation, however lattice defects are probably still generated. Predeposition can intro-
duce electrically inactive dopants, and epitaxy can introduce grain boundaries and other
lattice defects depending on the growth conditions. In particular, we have experimentally
observed interstitial phosphorus near the surface of POCI3; doped piezoresistors which may

disrupt the lattice.

Vandamme’s results in Ref. [207] suggest that lattice quality is higher in the bulk of the
silicon than near its surface, and that shifting electrical conduction away from the surface
may be an important role of the post-implantation anneal. If the sole purpose of the anneal
was to reduce implantation-induced crystal lattice damage, then piezoresistors formed from
different dopant atoms (e.g. boron vs. arsenic) would exhibit the same value of o for an
identical annealing process. If this were true then arsenic piezoresistors would yield much
higher performance than boron or phosphorus doped piezoresistors due to its dramatically

lower diffusivity.

However, personal correspondence with Vandamme suggest that the dopant diffusion
length, not the time and temperature of the anneal, is critical and that the 1/f noise parameter
decreases as conduction shifts further into the bulk. Without clear experimental data on the
subject, we will assume that the dopant diffusion length defines the 1/f noise parameter
and that arsenic-doped piezoresistors would need to be annealed much longer in order to
achieve the same 1/f noise parameter as boron- and phosphorus-doped piezoresistors.

In summary, 1/f noise is fundamentally different from Johnson noise. Johnson noise
is present regardless of the current density flowing through the resistor and depends only

on its electrical resistance. In contrast, 1/f noise is a conductivity noise, and the voltage
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Figure 2.22: Example noise cascade illustrating the dominant role of noise at the input of
the first-stage amplifier.

noise measured across the resistor scales linearly with the current flowing through the
resistor. Additionally, 1/f noise depends on the dimensions and processing history of the
resistor. Any residual damage from ion implantation or ion bombardment during reactive
ion etching will increase the 1/f noise, but will only affect the Johnson noise to the extent

that any lattice damage increases the overall electrical resistance.

Amplifier noise

The Wheatstone bridge output is amplified before being filtered and acquired (Figure
[2.19). Throughout our discussion of piezoresistor design we will assume that the signal
is amplified by an instrumentation amplifier, but the noise analysis can be extended to any
signal conditioning configuration.

Instrumentation amplifiers typically consist of three operational amplifiers (op-amps).
The first two op-amps present a high input impedance and amplify the signal at each
amplifier input. This eliminates loading effects on the circuit and improves the rejection
of common mode signals. The final op-amp differentially amplifies the buffered signals.
A single resistor, integrated on-chip or provided by the designer, determines the amplifier
gain. The high input impedance, high common mode rejection ratio, and precision with
which the gain can be set make instrumentation amplifiers ideal for piezoresistor signal
conditioning.

The instrumentation amplifier, which provides the first-stage of gain, is usually the

dominant signal conditioning noise source. The noise contribution from second-stage
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elements such as filters and variable gain amplifiers should be small compared to the first-
stage if the instrumentation amplifier gain, G, is large.

This effect is illustrated in Figure There are five noise sources that contribute to
the amplifier input signal: Johnson noise (Vy), Hooge noise (Vy1), thermomechanical noise
(Vrmn), amplifier noise (V) and electromagnetic coupling noise (Vgym). The noise sources
sum at the amplifier input and are amplified by G, before the amplifier output is filtered and
acquired. The filter contributes additional noise Vfyer, and could be from either active or
passive filtering elements.

The overall noise for the configuration in Figure is Vioise = G(Vi + Vg + Vrmn +
Va 4+ Vem) + Viiter- If the first term is much larger than the second term (e.g. G >> 1)
then signal conditioning operations after the initial signal amplification don’t substantially
increase the noise. If the filter was erroneous placed before the first-stage amplifier or a
particularly noisy filter were used, this assumption would no longer hold.

Amplifiers contribute both voltage and current noise to the system. Both forms of
noise have Johnson and 1/f spectral components. The voltage noise is independent of the
amplifier source impedance; it remains the same whether the amplifier inputs are left open
or shorted together. In contrast, the current noise is transduced into a voltage noise by
the Wheatstone bridge. As in the case of Johnson noise, the impedance seen looking out
from each amplifier input is R/2 for a balanced Wheatstone bridge. The voltage spectral
density contributed by each amplifier input is then AjyR/2 where Ay is the magnitude of the
Johnson component of the current noise in units of A/ v/Hz. The current noise at each of
the amplifier inputs is uncorrelated, so the voltage spectral density is increased by a factor
of v/2 and the power spectral density is incrased by a factor of 2. The same analysis holds
true for the amplifier’s 1/f-type current noise.

The overall voltage power spectral density contributed by the instrumentation amplifier

can be calculated from

R\? 1 R]?
Sa = A +24A% <§> 5 Sp+2A% H : (2.58)

where Avyj, Ay, Avp and Ajr quantify the Johnson and 1/f components of the voltage

and current noise from the amplifier. We used the subscript H for piezoresistor 1/f (Hooge)
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Table 2.4: Noise coefficients for example instrumentation amplifier options. The
coefficients can be calculated from the noise spectra in most amplifier data sheets. The -3
dB bandwidth and voltage noise coefficients are for G = 1000. The 1/f noise coefficients,
Avyr and Ap, are equal to the voltage and current noise spectral density at 1 Hz, respectively.
Amplifier characteristics vary with the input stage transistor type, bandwidth and cost.

Amplifier Input Stage Bandwidth (kHz) Avyy (nV/v/Hz) Avrg (nV) Ay (fA/vVHz) Al (fA)

INA103 BIT 80 1.2 6 2000 2500
INAI11 FET 50 10 68 0.8 8
INA116 FET 7 28 300 0.1 1
AD622 BIT 12 9 23 100 600
AD623 BIT 2 30 130 100 590
ADS8220  FET 14 14 50 1 10
ADS8221  BJT 15 8 11 40 540

noise, but we use F to describe the amplifier 1/f noise because it is not necessarily due to
bulk mobility fluctuations. The 1/f noise coefficients, Ayp and Ay, are equal to the voltage

and current noise spectral density at 1 Hz, respectively. The integrated amplifier voltage

noise is

VA =

2 , [R]?
Ayy+ 245 {5} (fmax — fmin)

R12 F 1/2
+ (A%,F+2A%F H )m (fmf"‘)] . (2.59)

The amplifier noise coefficients can be calculated from the amplifier data sheet

provided by the manufacturer. Example coefficients for several instrumentation amplifiers
manufactured by Texas Instruments and Analog Devices are tabulated in Table
Note that BJT-based amplifiers have relatively low voltage noise and high current noise

coefficients, while the converse is generally true for FET-based amplifiers.

An accurate description of amplifier noise is essential for sensor design and optimized
designs will vary substantially depending on the amplifier noise characteristics. For
example, the high current noise of the INA103 (Table 2.4) would lead to a lower optimal

piezoresistor resistance than if the sensor were designed for the low current noise INA111
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(2.58)). The optimal amplifier for a particular application will depend upon bandwidth, cost

and performance requirements as well as the sensor design constraints.

Thermomechanical noise

All atoms possess thermal energy at temperatures greater than absolute zero. Brownian
motion of the atoms in the sensor is an additional noise source (thermomechanical noise)
and places a lower limit on the resolution of all mechanical sensors [32]]. Thermomechani-
cal noise is a direct analogy of Johnson noise. The motion of a simple harmonic oscillator
(SHO) is described by

9%x

ox

Similarly, the charge in an RLC oscillator circuit can be written as
020 30 1

5 RS +E0=V. 2.61)

where Q is the charge. In the case of the electrical circuit, the equivalent voltage
noise spectral density due to thermal equilibrium is \/4k,TR [178]]. By direct analogy,

L

the equivalent force noise spectral density in a mechanical system is [32]

Frvn = / 4k Th (2.62)

which has units of N/v/Hz. The greater the damping force on a mechanical structure,
the greater the thermomechanical force noise.

It is common to rewrite so that it depends on more easily measurable experimen-
tal parameters. The damping coefficient of the SHO can be writen in terms of the spring
constant, resonant frequency and quality factor of the oscillator as b = k./@yQ, allowing

the thermomechanical force noise spectral density to be written as

Akcky T
Q0

Fryn = (2.63)

where k., @y and Q are the spring constant, resonant frequency and quality factor of
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the oscillator, respectively. If the spring constant varies with respect to position on the
mechanical structure, as in the case of a cantilever beam, then the equivalent force noise

also varies with position.

Note that thermomechanical force noise is independent of frequency up to extremely
high frequencies as in the case of Johnson noise. Also, the interactions between the SHO
and any surrounding fluid are completely accounted for by (2.63)) except in the case of

significant nonlinear damping.

Thermomechanical noise is transduced into a voltage noise by the force sensitivity of

the sensor according to

STMN = SEvFTMN (2.64)

where Sgy is the force sensitivity of the sensor (with units of V/N). As the force
sensitivity increases, the magnitude of the thermomechanical noise at the circuit output
increases. We will discuss sensitivity in the next section in detail, but briefly, force
sensitivity increases as the sensor size is reduced and the bridge bias voltage is increased,

making thermomechanical noise particularly important for nanomechanical devices.

As with the other noise sources, we can calculate the RMS thermomechanical noise

voltage from

4k kT
Vimn = Sev ajog / fmax — fonin (2.65)

Although the thermomechanical force noise is flat with respect to frequency, the
induced displacement noise is not. The thermomechanical displacement noise is equal

to

XTMN = FrMnG (2.66)

where G is the SHO transfer function. The transfer function can be calculated by taking
the Laplace transform of (2.60), resulting in
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_ X(s)
@) = F
_ 1
 megs?+bs+ ke
Substituting s = iw = 27w f we obtain
1/k
G(f) = 2/ . (2.67)
(1 - f—) +ils
73 foQ

For example, on resonance the displacement noise of the SHO will be equal to
FrmnQ/k and 90° out of phase with the driving force due to mechanical amplification.

Another way of looking at thermomechanical noise can be obtained from the Equipar-
tition Theorem [80], which states that if a set of eigenmodes is in thermal equilibrium
with a thermal reservoir, the average energy of each mode will be %ka where ky is
Boltzmann’s constant and 7 is the absolute temperature. Each eigenmode must be capable
of storing energy, e.g. Kkinetic energy (%meff\/z), elastic energy (%kcxz) or electrostatic
energy (%CVz). Accordingly, the mean-square displacement of our SHO can be calculated
from %kc<x2> = %ka as

kyT
2y Kb
<x>_ kc

which can be equivalently calculated by integrating the thermomechanical displacement

(2.68)

noise spectral density over each eigenmode.

Noise summary

We have discussed the most important noise sources for piezoresistive sensors: Johnson,
Hooge, amplifier and thermomechanical noise. Before moving on, we will illustrate typical
noise spectra and discuss practical noise measurement issues.

Figure [2.23] presents the noise spectrum of a simulated piezoresistive cantilever sensor.
The simulated cantilever is 1 pwm thick, 10 pum wide, and 100 um thick. Two piezoresistors

are included in the Wheatstone bridge, and the bridge bias voltage is 2 V. The piezoresistor
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Figure 2.23: Typical noise spectrum. Piezoresistor noise is substantially larger than
amplifier noise. Johnson noise and Hooge noise for the piezoresistor are shown as dashed
lines. Noise is dominated by Hooge noise at frequencies below the 1/f corner frequency.
Thermomechanical noise is 1-2 orders of magnitude smaller than the other noise sources
depending on the damping experienced by the sensor. The relative magnitude of the noise
sources will vary depending on the precise design of the sensor.

extends 30% of the cantilever length, and is an epitaxially grown phosphorus resistor with a
333 nm junction depth and n = 10%° cm~3. An INA103 is used to amplifier the Wheatstone
bridge output due to the low impedance of the piezoresistor (580€2). The noise is input
referred; in other words, the noise at the output of the amplifier would be measured and

divided by the gain of the amplifier.

The piezoresistor noise consists of Johnson and Hooge noise. At frequencies below
the 1/f corner frequency (/120 Hz for this particular example), piezoresistor noise is

dominated by Hooge noise. Dashed lines in Figure illustrate the relative contribution
of each noise source.

The relative magnitudes of the piezoresistor, amplifier and thermomechanical noise is
typical for most applications. The thermomechanical noise would be 20 pV/Hz in air
(Q ~ 160) and 215 pV/Hz?> in water (Q ~ 3.9). Thermomechanical noise can become
comparable to amplifier noise when the motion of the sensor is highly damped and it has a

high force sensitivity.
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Figure 2.24: Noise spectra for varying bridge bias voltages. The Hooge noise spectral
density increases linearly with the bridge bias, while the Johnson and amplifier noise are
indepenent of the bridge bias (excluding piezoresistor self-heating). When the bridge bias
goes to zero, the 1/f noise is limited by the amplifier rather than the piezoresistor. When the
amplifier 1/f noise floor is larger than the piezoresistor noise, a modulation-demodulation
technique can be utilized (Section [2.3.2).

The noise spectral density varies with the bias applied to the Wheatstone bridge, as
illustrated in Figure [2.24] The simulation conditions are identical to those used in Figure
The Hooge noise spectral density increases linearly with the bridge bias, while
the Johnson and amplifier noise are approximately independent of it if Joule heating is
neglected. As the bridge bias approaches zero, the Hooge noise goes to zero but the 1/f
noise of the amplifier remains constant. The only way to eliminate the amplifier 1/f noise is
to use a heterodyne measurement technique (Section[2.3.2)) in order to shift the piezoresistor
noise signal to a frequency above the amplifier’s 1/f corner frequency before amplification.

There are a number of experimental issues that can confound noise measurements and,

in some cases, add additional noise to the system:

Potentiometer noise: Certain types of potentiometers can add excess noise to the mea-
surement syste. Wirewound potentiometers have negligible 1/f noise, but ceramic-
based potentiometers (e.g. Cermet) can contribute excess 1/f noise. Care should be

taken in potentiometer selection.
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Noise floor verification: The noise floor of the system should be verified by grounding the
Wheatstone bridge bias, shorting the amplifier inputs, and/or inserting a test resistor
in the place of the piezoresistor in the bridge. The noise should also be measured
over a range of bias voltages to ensure that the noise isn’t limited by a system noise

floor and that other devices (e.g. potentiometers) are not limiting the system noise.

Noise cascading: This is a straightforward but important point. When multiple signal
conditioning stages are used, the highest gain stages should be closest to the initial
signal. The noise that a signal conditioning stage effectively adds to the system is

reduced by the cumulative system gain to that stage.

Gain accuracy: The amplifier gain is set by 1 or 2 feedback resistors depending on the
circuit topology. The gain accuracy will vary from 0.1-1% depending on the accuracy
of the resistors and will vary with temperature. The gain of the system should be
directly measured by applying a test signal to the amplifier inputs and measuring its

output.

Line noise: Noise in the bridge bias signal will couple into the circuit output due to
imperfect matching between resistors in the bridge and a finite amplifier common
mode rejection ratio (CMRR). In particular, noise peaks at 50 or 60 Hz and higher
harmonics are often present. Noise from the power supply can be reduced by using
a voltage reference (e.g. the ADR44x from Analog Devices), which improves
the system line noise rejection. A voltage reference can be combined with a
potentiometer controlled voltage divider and voltage buffer to provide an adjustable,

low noise bridge bias voltage.

2.4.2 Sensitivity

Piezoresistive sensors transduce a mechanical signal into an electrical one according to

AR
= O] + 7Oy (2.69)

as discussed in Section A Wheatstone bridge transduces a resistance change into

a voltage change according to
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Vbridge AR
— 2.70
4 R 2.70)

AV - Npr

where Ny, is the number of piezoresistors in the Wheatstone bridge that are mechan-
ically loaded and Viyigge is the potential drop across the bridge. This expression assumes
that the bridge is balanced (i.e. all four quadrants of the bridge have the same nominal
resistance) and that the relative resistance change (AR/R) of each of the piezoresistors is
equal in magnitude. If the bridge is not balanced, then the voltage change will be attenuated
due to the nonlinear response of the bridge.

Sensitivity is typically reported as either a fractional change in resistance or voltage
change with respect to the mechanical signal. For example, the sensitivity of a pressure
sensor may be reported with units of ppm/kPa or mV/kPa for the former and latter cases,
respectively. Sensitivity should always be reported for the signal at the input to the amplifier
inputs (input referred) because signal conditioning gain can be arbitrarily adjusted.

Sensitivity is calculated by integrating the relative resistance change over the piezore-
sistor volume. However, the stress and piezoresistive coefficients will almost always vary
spatially. In this section we will discuss two important general sensitivity concepts, the
sensitivity (8*) and resistance factors (7). The resistance factor will allow us to account for
excess resistances in the device. The sensitivity factor will allow us to calculate sensitivity
by multiplying the maximum stress by a correction factor, simplifying the calculation
process substantially.

We have discussed variations in the piezoresistance factor with dopant concentration
and temperature (Section [2.2.2)) and variation in dopant concentration with depth through
the device (Section [2.5). In this section we will discuss how to calculate sensitivity while
accounting for spatially varying dopant concentration and stress profiles. The stress profile
is always either constant (e.g. strain gauges) or varies linearly (e.g. cantilevers and

everything else), and we will discuss the two cases in depth.

Excess resistance and y

Piezoresistive sensors function by measuring a relative resistance change, and sensor

sensitivity is always of the form
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AR
Soc —. 2.71
R (2.71)

Until now, we have assumed that the resistance is composed entirely of the piezoresistor
resistance, i.e. R = R,;. However, additional resistances will always be present in a real
sensor and measurement system (e.g. contact resistance, conducting traces, wirebonds),
and the total resistance should actually be written as R = Rp; + Rexcess- Clearly, the
sensitivity in (2.71) will be decreased by any excess resistance that does not vary in

response to a mechanical load.

We can define a resistance factor as

Rpr

o (2.72)

’}/:

where 7 is the ratio of the piezoresistor resistance to the total resistance, so that the

relative change in resistance can be written as

AR ARy

2.73
T (2.73)

Combining (2.71)) and (2.73)), we can write the sensitivity in terms of the piezoresistor

resistance and resistance factor as

. (2.74)

We will include the resistance factor, ¥, in all sensitivity calculations to account for this
resistance effect. During design optimizations we will typically define y by assuming a
fixed value of Rexcess such as 200 Q.

The total resistance, R = R/ is used to calculate Johnson and amplifier noise. Excess
resistance decreases the sensitivity and increases the noise of the sensor, so should clearly
be avoided. Conductive traces should be made short and from low resistivity materials (e.g.
aluminum rather than doped silicon) and oxide vias should be as large as possible given the

area constraints of the device.
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Figure 2.25: An end loaded cantilever beam. The beam has overall length, width and
thickness of I, we, and 1, respectively. The piezoresistor extends length [, from the
clamped base of the beam and is divided by an infinitesimally wide gap to form a resistive
loop. The material in the gap should generally be removed rather than diode isolated in
order to limit shunted leakage currents. The orientation of the reference axis is shown.

Sensitivity and (3*

We will use a simple, end loaded cantilever beam to demonstrate how to calculate sensor
sensitivity before generalizing the approach. The example beam is shown in Figure 2.23]
The overall dimensions of the beam are noted (., we, . and [,;), and the beam is subjected
to a point load at its tip of magnitude F.

Assuming a linear elastic beam that obeys Bernoulli beam theory, the longitudinal stress

in the beam varies linearly along the x- and z- axes according to

_127(L —x)F

2.75
o (2.75)

oL

We will assume that the transverse stress in the beam is negligible because /. > we.
The average longitudinal stress, 61, will be used frequently in this section and is calculated

as

1
O], = — / oLdx. (276)
lpr 0

For this particular case, the average longitudinal stress is
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oL = (2.77)

The surface of the cantilever experiences the maximum stress level, o7, for z =1, /2.

The average maximum stress level is

— 6(lc—1lx/2
e — (C—gr/)F. (2.78)
Wel§
We will first calculate the sensitivity assuming that the piezoresistor is of infinitesimal
thickness and situated at the top surface of the beam, before performing the more realistic

and complex calculation, following the approach taken by Harley [22].

Consider a thin, short slice of the piezoresistor with length dx and thickness dz. The

resistance of this slice is

p d

dRjjce = 2—
slice We dZ

(2.79)

where p is the resistivity of the material and the factor of two comes from the fact
that each leg of the piezoresistor is one half of the cantilever width. We can integrate
the differential slice resistance along the length of the piezoresistor to calculate the total

resistance of the slice with thickness dz,

br o dx
0 Wwedz
_Aply

= 2.80
wedz (2.80)

R slice — 4

where the additional factor of two comes from the addition of the two piezoresistor legs

in series. The resistance change in the region defined by dRqjjce 18

Ap dx
A(dRglice) = 2——
( shce) We dz
which can be integrated along the length of the piezoresistor using (2.75]) and the fact

that Ap = p7mop to obtain
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br prp o, 1
ARslice =4 P7LOL -
0 We dZ
= 2.81
wedz ( )

where 7 1s the effective piezoresistive coefficient of the slice and the additional factor
of two again comes from integrating along both piezoresistor legs. We can calculate the
relative resistance change in the slice by combining (2.77), (2.80)) and (2.81) to obtain

~ 12mz(le — Iy /2)

F
Wl

If we assume that piezoresistor consists of a single slice located at the surface (z =1./2),

then the force sensitivity of the cantilever beam is

Rpr Wctcz

(2.82)

However, (2.82) does not account for the finite thickness of the piezoresistor or

piezoresistive coefficient variations through its thickness.

We can generalize the sensitivity derivation by integrating (2.80) and (2.81)) over the
beam thickness rather than assuming that a single slice exists at the surface. The slices
through the piezoresistor are connected in parallel, so their conductivities add linearly. The
conductance of each slice, Ggjice, 18 equal to 1/Rgjice, and relative changes in resistance and

conductance are related by

ARslice - _AGslice

= (2.83)
Rslice Gslice

The denominator of (2.83)) is calculated from
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/2 1
Gglice = / dz
slice )2 Rslice

/tC/Z We

tc/24plpr

te/2
qundz. (2.84)

4lpr —te/2

where we have substituted p = 1/gun where ¢ is the elementary charge, u is the carrier
mobility and 7 is the carrier density. As in the simplified example, the factor of four follows

from the width (w./2) and overall length (21,,) of the piezoresistor.
To calculate the numerator of (2.83)), we can rearrange (2.83)) to find

ARshce
R2

slice

AGslice = -

We previously calculated both ARgjice and Rgjice 1n (2.80) and (2.81)). Combining them,

we obtain

We te/2

AGslice = _41 /2
pr v —t

T oLgundz. (2.85)

Finally, we can calculate the relative resistance change of the piezoresistor using (2.84))

and (2.85) as

te/2 p—
ARpr _ maxf te/2 PGL‘LUle (2 86)
=T X
Rpr ftct/iz ‘U,ndZ

where we have used the fact that 7y, = 7" P. The relative resistance change of
any piezoresistive sensor can be calculated using (2.86) assuming that the piezoresistor
electrical properties only vary in the z-direction. It is important to emphasize that the

overall resistance change is calculated as

AR ’}/ARpr
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due to excess resistances in the measurement circuit. We can apply (2.86]) to the specific
case of an end loaded piezoresistive cantilever by substituting (2.77) for 6r, which yields

te/2

ARpr _ 12F (I — loe/2)m™ [ o PHnzdz 2.87)
Ry Wetd ficti §2 undz . .
We can simplify significantly using to obtain
te/2
ARPT __ ~max ,max 2 f*tc/z Punzdz
= ot | (2.88)
Rpx fe [/° undz

—tc/2

where 6;"** is the average stress at the surface of the piezoresistor from lb We
can make one last simplification by definining a sensitivity factor, B* (beta star), following

Park et. al [[198]]. The sensitivity factor is calculated from

2 ffﬁzl’unzdz

I ffﬁzundz '

B* (2.89)

Combining (2.88) and (2.89)), we obtain our final result for the relative resistance change

of a piezoresistive cantilever,

Rpr

— oA B, (2.90)

The sensitivity factor varies from O to 1 and defines the ratio of the actual relative
resistance change of the piezoresistor to the maximum that is theoretically possible if the
piezoresistor were infinitely thin, located at the surface and lightly doped.

Why use B* rather than 8 as the symbol to define this ratio? Tortonese introduced
B in 1993 to account for the finite piezoresistor thickness [209]. However, he included
the piezoresistance factor in both the numerator and denominator, so that 8 represented
the conductivity and piezoresistivity weighted stress. In contrast, B* only includes the
piezoresistance factor in the numerator so defines the conductivity weighted product of the
stress and piezoresistance factor. The difference is slight, but * correctly computes the

sensitive of arbitrarily doped piezoresistors.
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In summary, can be used to accurately calculate the sensitivity of any piezore-
sistive sensor where the stress varies linearly across its thickness. The integral in (2.89)
extends from the bottom to the top of the device. For devices that are junction isolated, the
integral should only extend to the junction, however the difference is usually minor because
the piezoresistor is much more highly doped than the background.

Devices with a constant stress, such as strain gauges, must be handled slightly
differently. Following Tufte and Stelzer [210], we can define a conductivity weighted,

average piezoresistance factor as

te

_ ¢ Pund

p— Jo TR 2.91)
o’ Undz

so that the sensitivity of strain gauges can be calculated as
AR —
— — oPr™x, (2.92)
pr

2.4.3 Calculating sensor resolution

We can calculate the resolution for any sensor by combining with expressions for
the sensor noise and sensitivity. We will use a piezoresistive cantilever as a brief example
to illustrate how to calculate resolution.

The noise sources for the cantilever include Johnson, Hooge, amplifier and thermome-
chanical noise sources. Combining (2.51)), (2.53), (2.59) and (2.63)), the RMS voltage noise

of the sensor is

Vaoise =\ V2 +VA+VE+ VA (2.93)
2
R Akeky T
=[<fmax—fmm> (4kaR+A2w+2A%J (5) i )+
1/2
(e (v, @ g o (RY 2.94
7 bﬁdgem+ v+ 245 | 5 : (2.94)

The noise expressions assume a balanced Wheatstone bridge (Section [2.4.1) and
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two silicon piezoresistors in the bridge, one for measurement and one for temperature
compensation (Section |2.4.1).

Assuming that only one of the piezoresistors is mechanically loaded, we can calculate
the force and displacement sensitivities (AV /F and AV /x) of the cantilever from (2.70) as

AV — Vbridge & .
4 R

The overall relative resistance change (2.90) is

AR
K= oT B

where W is

6(le = lpr/2)

Gmax —
L We tC2

F.

The average maximum longitudinal stress can be rewritten in terms of displacement by

combining F = k.x and the spring constant of a cantilever beam (k. = E.wt3 /413) to yield

3Ecte(2— /1)
412

max _
GL -

The maximum longitudinal piezoresistive coefficient (7;"**) can be found in Table
The resistance factor, 7, is calculated from and depends on the excess resistance in
the device from interconnects and contacts. The sensitivity factor, B*, is calculated from
(2-89) and depends on the dopant concentration profile. Both the resistance and sensitivity
factors vary from O to 1.

We can combine all of these equations to calculate the force and displacement
sensitivities for an end-loaded cantilever beam as

_ Vbridge 6(lC B lpr/Z) max

S T * 2.95
FV 4 Wctg L ’}/B ( )

and

_ Vbridge 3Ectc (2 - lpr/lc)

S
VT Ty 42

Vi (2.96)
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Finally, the minimum detectable displacement (MDD) and force (MDF) are

V .
MDD = ¢ (2.97)
Sxv
and
o Vhoise
MDF = —22¢ (2.98)
Sev

The difference in calculating the resolution of other piezoresistive sensors (e.g.
pressure, surface stress, and acceleration sensors) lies mainly in the sensitivity equations.
Design optimization results, however, will vary widely between sensor types. Considering

the geometry scaling in (2.93) and (2.96), we can already see that a cantilever optimized

for force sensing will be substantially longer, thinner, and narrower than one optimized for
displacement sensing.

In the next section, we will consider the most common piezoresistor fabrication
techniques and models for dopant concentration profiles in order to accurately calculate

piezoresistor noise and *.

2.5 Piezoresistor fabrication and modeling

A necessary condition for piezoresistive sensor design is the accurate calculation of the
concentration of dopant atoms as a function of depth from the surface. The dopant
concentration profile, N(z), determines the charge carrier and electrical resistivity profiles,
n(z) and p(z). As we saw in the last section, these quantities determine the noise, sensitivity
and resolution of a sensor.

We will review the three main fabrication techniques for doping silicon: ion im-
plantation, epitaxy, and diffusion. We will also discuss polysilicon deposition and the
tradeoffs between single-crystal and polycrystalline silicon. For each fabrication method,
we will discuss the models we will use in the rest of the thesis to calculate dopant
concentration profiles. Finally, we will discuss models for carrier mobility and resistivity,
before discussing experimental techniques to verify concentration and resistivity profiles

with respect to depth.
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Figure 2.26: Comparison of dopant profiles produced by diffusion, ion implantation, and
epitaxial doping. Diffusion is characterized by a high surface concentration and shallow
junction depth before an optional drive-in step. Ion implantation can produce lower
concentrations with more flexibility and accuracy, but has difficulty doping shallow layers
due to diffusion. Epitaxial growth enables precise dopant profile control at the expense of
increased system complexity and cost.

Predeposition, ion implantation and epitaxy result in very different dopant concentra-
tion profiles (2.26), leading to relative strengths and weaknesses for each. A complete
review of doping techniques is available elsewhere [211]]. The three main techniques are

summarized in Table [2.3]

Ion implantation is the most common technique for fabricating piezoresistors. Ad-
vantages of ion implantation are the precise control of the dopant dose, concentration
and depth. Ion implantation also exhibits the best cross-wafer uniformity of the three
techniques. Downsides of ion implantation are the lattice damage intrinsic to the process
and the accompanying need to anneal the wafer in order to activate the dopants and reduce
lattice damage. Shallow piezoresistors are difficult to fabricate using ion implantation due
to the post-implantation anneal step. Ion implanted piezoresistors have achieved the lowest

Hooge factors, although data for the other two techniques is more limited.

Predeposition is a batch process while the other two techniques are generally serial
processes, and it can be used to fabricate very shallow piezoresistors. It is also the
simplest, most widely available technique of the three due to its longer history. However,

predeposition generally yields less cross-wafer uniformity than ion implantation and the
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Table 2.5: Summary of piezoresistor fabrication techniques. A hard mask capable of
withstanding high temperature processing and with a low dopant diffusivity, such as SiO,
or Si3Ny, is required for diffusion and epitaxy while photoresist is sufficient for masking
ion implantation.

Predeposition  Ion implantation Epitaxy
Processing temperature (°C) 750-1100 750-1100 600-1100
Processing pressure atmospheric high vacuum low vacuum
Wafer throughput high high low
Lattice damage none substantial none
Surface concentration (cm—3) 1020 — 102! 106 —10%0 10'¢ —10%0
Minimum junction depth (nm) < 100 > 500 < 100
Typical Rs nonuniformity (%) 3—35 <0.5 <1
Masking materials hard mask photoresist or hard mask hard mask
Profile modeling more complex more complex less complex

dopant concentration is fixed at the solid solubility concentration unless a drive-in step
is included in the fabrication process. Lattice damage is minimal during predeposition,

although excess dopants tend to aggregate at the surface.

Epitaxy is generally a serial process, but provides the most precise control over
piezoresistor depth and concentration of the three techniques. Any damage introduced into
the lattice during growth is minimal with proper growth conditions, so a post-growth anneal
is not generally performed. Epitaxy has been used to fabricate the thinnest piezoresistors
to date. However, processing complexity and equipment costs limit the availability of

epitaxial reactors.

The most important facet of piezoresistor design and optimization is calculating the
dopant concentration profile. Without an accurate predictive model, designs will not match
experimental results and optimized designs will be inaccurate. We will model diffused and
epitaxial piezoresistors analytically while ion implanted piezoresistors will be modeled

using tabulated numerical results from TSUPREM4 (Synopsys, Mountain View, CA).

We will present models for the combinations of dopant species and fabrication types
listed in Table [2.6] Predeposition dopant profiles will only be calculated for phosphorus
doping. Boron and arsenic will not be investigated due to practical fabrication issues and

the lack of accurate, analytical models for their dopant profiles (Section [2.5.2). Epitaxial
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Table 2.6: Summary of the dopant species and fabrication technique combinations that
we have developed models for. The force probes described in this thesis use diffused
phosphorus piezoresistors.

Diffusion Ion implantation Epitaxy

Arsenic no yes yes
Boron no yes yes
Phosphorus yes yes yes

profiles do not vary signicantly between the three dopant species, because we will focus on
relatively low temperature epitaxy where diffusion lengths are short. Ion implantation,
as noted earlier, will be treated numerically and so the differences in solid solubility,
diffusivity, and oxide segregation between the dopant species will be handled by the

software.

2.5.1 Processing fundamentals

In this section we will briefly discuss some of the fundamental concepts in piezoresistor

fabrication before moving on to discuss dopant profile modeling in detail.

Dopant ionization

Throughout the thesis we will assume charge neutrality and complete dopant ionization so
that N(z) ~ n(z). The charge neutrality assumption only affects very shallow or narrow
geometries. The Debye length, the characteristic distance over which charge screening
occurs, is on the order of 10 nm in silicon so does not affect the vast majority of devices.
Incomplete dopant ionization, also known as freezeout, occurs when there is insufficient
thermal energy to ionize the dopants [212]. Degenerately doped piezoresistors (> 10"
cm>) have operated at temperatures below 4.3 K [213]. Many piezoresistive cantilevers
used for cryogenic measurements have not been optimized for low temperature operation,
so have dissipated more power than necessary, limiting their utility [214]]. With the addition
of accurate carrier freezeout modeling, the design techniques in this thesis could be applied

to cryogenic temperatures with relatively little modification.
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Figure 2.27: Piezoresistor formation. (a) Dopants are introduced to the wafer surface to
define an n-type piezoresistor. The piezoresistor is electrically isolated from the bulk of
the wafer by a pn junction. (b) The net carrier concentration drops sharply at the junction,
which is depth z; from the surface.

Finally, we will assume that the dopant concentration only varies vertically through the
device. There are several potential design issues related to lateral dopant diffusion, which
will be discussed in Section2.8.4

Junction isolation

Piezoresistor should generally be isolated from the bulk of the wafer by a pn junction.
During piezoresistor formation, dopants are introduced at the wafer surface to define the
piezoresistor. Electrical current is confined to the piezoresistor by forming a pn junction
with the initial wafer material. For example, if the wafer is initially p-type, an n-type dopant
would be introduced to the wafer (Figure[2.27h). The p-type and n-type dopants cancel one
another, so the depth at which the introduced impurities are equal in concentration to the
initial background concentration defines the junction depth. The net dopant concentration
is shown in Figure 2.27p. By ensuring that the pn junction is always reverse biased, the
depletion region of the diode can be used to electrically isolate the piezoresistor up to

moderately high frequencies.

Concentration limits

Piezoresistor design optimization generally favors high dopant concentrations, as we will

see. Two concentration limits are important to consider: the solid solubility limit and the
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maximum electrically active concentration. These concentration limits determine the max-
imum possible dopant concentrations possible with diffused and epitaxial piezoresistors.

Concentration limits for ion implanted dopant profiles will be handled by TSUPREM.

Dopants only contribute charge carriers when positioned in substitutional crystal lattice
sites; interstitial dopant atoms do not [211]]. The total dopant concentration (substitutional
and interstitial sites) is always greater than or equal to the electrically active dopant
concentration (substitutional sites only), and the proportion of activated dopants depends

on the processing history of a wafer.

The total dopant concentration is bounded by the solid solubility limit. Above the
solubility limit, dopant atoms aggregate and begin to come out of solution. The solid
solubility limit varies with the dopant atom and maximum wafer processing temperature
and is on the order of 10%°-102! cm~3 for boron, phosphorus and arsenic at 1000°C. Solid
solubility data of multiple atomic species was first tabulated by Trumbore in 1960 [215],
and updated by Borisenko and Yudin in 1987 [216]. The maximum electrically active
concentration also varies with temperature and can approach the solid solubility limit.
Excess, electrically inactive dopants have been observed for phosphorus in particular
[217,218].

Figure [2.2§] plots the solid solubility and electrically active concentration limits for
boron and phosphorus as functions of temperature. Solmi et al. measured the total and
electrically active concentrations for phosphorus [218]]. Their best-fit models for the total

and active phosphorus concentrations were

NPRS — 245 % 10Pem 3 exp(—0.62eV /ky T) (2.99)

total —
NP — 9.2 % 10% em > exp(—0.33eV /ky T). (2.100)
Solmi et al. observed the presence of electrically inactive, interstitial phosphorus for
processing temperatures above 750°C. Vick et al. electrically measured the maximum
boron concentration achievable by diffusion as a function of temperature [219]. We fit
the Arrhenius equation to their data to obtain a best-fit model for the maximum electrically

active boron concentration of
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Figure 2.28: Total and electrically active boron and phosphorus concentrations vary
with processing temperature. Solmi et al. measured the total and electrically active
concentrations of phosphorus [218]], while Vick et al. measured the electrically active boron
concentration [219]. Excess, electrically inactive phosphorus was observed for anneal
temperatures above 750°C.

NPoOn — 1.9 % 10*2em 3 exp(—0.41eV /kyT) (2.101)

When calculating diffused and epitaxial profiles, we will take these concentration limits

into account.

2.5.2 Predeposition

Diffusion is the migration of dopant atoms from a region of high concentration to a
region of low concentration. The fabrication of piezoresistors using diffusion involves
a pre-deposition and an optional drive-in step. During the pre-deposition step, a high
concentration of dopant atoms are presented to the wafer, where they diffuse into the
silicon.

Pre-deposition is typically performed at atmospheric pressure in the 750-1100°C
temperature range. The dopant source can be solid-, liquid- or gas-phase [211},220]. When
a gas-phase source is used, such as diborane (B,Hg), phosphine (PH3), or arsine (AsH3),

it is carried in an inert gas such as N, or Ar. Most modern predeposition systems use
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liquid- rather than gas-phase sources because they are dramatically safer and provide more
consistent dopant profiles [221]. A common approach is to bubble the carrier gas through
the liquid-source, most often BBr3 or POCls; liquid-phase arsenic sources are not widely
available. Solid-phase systems use solid wafer dopant sources, typically P,Os or BN,
which are interleaved with the device wafers. When both the wafers are heated, dopant
atoms sublimate and diffuse from the source wafers to the device wafers. A final option is

the use of doped spin-on-glass layers rather than solid sources. [222-224]].

Regardless of the dopant source, dopant atoms diffuse into the silicon lattice during
pre-deposition via a two step process. First, a highly doped oxide is formed at the surface,
followed by the silicon diffusion reaction [225]]. For example, in the case of phosphorus

doping the reaction proceeds according to

2PH3 + 40, — P,05+ 3H;0 (2.102)
P>05 4 5Si — 4P+ 5810, (2.103)

while in the case of boron doping it proceeds according to

B,Hg + 30, — B>,O3+ 3H,0 (2.104)
2B,03+3Si — 3B +3Si0;. (2.105)

During predeposition, the boundary condition is a constant surface concentration
and the doping profile is often approximated by a complementary error function. The
surface concentration is equal to the solid dopant solid solubility limit which varies with
temperature, assuming that a high enough concentration of dopants is present in the

furnace.

After pre-deposition, the oxide dopant source is removed in hydrofluoric acid (HF) and
the dopants can be “driven-in” via high temperature annealing in either an inert or oxidizing
environment. The drive-in step is performed in order to reduce the surface concentration

and increase the junction depth, although it may be beneficial to skip the drive-in step
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depending on the piezoresistive sensor design. The force probes developed in this thesis do

not use a drive-in step in order to keep the dopants as close as possible to the surface.

One notable issue with boron pre-deposition is the formation of a = 200 A thick B:Si
layer on the surface that can not be etched in hydrofluoric acid (HF). Typically after pre-
deposition and before the drive-in step, if it is being performed, the doped glass on the
surface should be removed in HF in order to remove the dopant source. In this case, a short
oxidation step can be performed to oxidize the B:Si layer (e.g. 750°C for 20 minutes),
allowing it to be removed in HE. The complete removal of the oxide and B:Si layer can be
easily verified because the oxide and B:Si surfaces are hydrophilic while the bare silicon

surface is hydrophobic.

Predeposition profiles are often modeled using a complementary error function. An
important assumption in this approach is that the dopant diffusivity does not vary with
concentration. Unfortunately, this assumption does not hold for boron, arsenic, or
phosphorus when the dopant concentration exceeds the intrinsic carrier concentration, n;,
which is plotted in Figure[2.29] Above the intrinsic concentration level, the diffusivities of
boron and arsenic increase approximately linearly with concentration [226]. In general,
diffusivity varies with dopant concentration due to the formation of lattice defects,
dopant clustering, and lattice strain [219,227,228|]. Increased diffusivity at high dopant
concentrations leads to more abrupt concentration profiles, and using a complementary
error function to model piezoresistive devices will lead to substantial errors in calculating
device performance. Typical predeposition concentrations are an order of magnitude larger
than n; (Figure [2.28)).

We will only investigate phosphorus predeposition in this thesis because a simple,
accurate dopant profile model is available and the practical issues with boron (B:Si
formation) and arsenic (only gas-phase sources). Phosphorus predeposition is widely
used and has been researched extensively [228-231]]. Typical concentration profiles for
phosphorus predeposition are shown in Figure[2.30] Phosphorus predeposition in particular
yields concentration profiles with a characteristic plateau and kink, and more sophisticated

modeling approaches are required to accurately model diffused piezoresistors.

We calculate dopant concentration profiles for phosphorus predeposition using Tsai’s
1969 model [228]]. Although more advanced models have since been developed [232,233]],
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Figure 2.29: Intrinsic carrier concentration (n;) as a function of processing temperature.
Dopant diffusivity is constant below n; but increases above it, leading to more abrupt
concentration profiles than would otherwise be predicted. Predeposition can only be
accurately modeled by a complementary error function for concentrations below ;.
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Figure 2.30: Electrically active dopant concentration profiles for phosphorus predeposition
at 800°C for 35 minutes. The electrically active concentration was measured via spreading
resistance analysis (SRA). The profile consists of a constant concentration surface region,
a kink in the transition region, and a fast-diffusing tail due to variation in diffusivity with
concentration. Four SRA profiles from separate wafers are plotted for comparison.
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we have used the Tsai model to accurately model dopant concentration and sheet resistance
for processing temperatures from 775 to 950°C. The model is simple to implement,
computationally inexpensive, and accurate. In our experience, TSUPREM does not

accurately reproduce the dopant concentration profiles measured experimentally.

In Tsai’s model, the dopant profile consists of three regions: a surface layer, a transition
region, and a normal diffusion region. The dopant concentration is constant in the
surface region. The dopant profile consists of slow and fast diffusion processes, and the
concentration beyond the surface region is determined by their sum. The slow diffusion
process, with diffusivity D, determines the dopant concentration in the transition region.
The fast diffusion process, with diffusivity Dg, determines the dopant concentration in the

normal region. More specifically,

C(x,t) = Cs for x < xo (2.106)
C(x,t) = Ca(x,1) +Cg(x,1) for x > xo. (2.107)

The depth of the surface layer is xo = ot where ¢ is the time in seconds and « is
the growth rate of the surface phase. The surface concentration, Cs, is the total dopant
concentration (2.99). The concentration profile is calculated using the total phosphorus

concentration before being capped at the electrically active concentration limit (2.100).

The slow and fast diffusing components are calculated from

K Csexp {—%(x— at)] Fi(x,1) (2.108)

Cs(x,1) = ECs exp {——(x— Oct)} F(x,1) (2.109)

where kK = Cg(xp)/Cs and
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x+ ot x—3ot
Fi(x,t) =erfc | ——— fc | ——— 2.110
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There are four model parameters: Da, Dg, o and Cg(xp). However, they vary with

temperature and are modeled via Arrhenius kinetics as

Da = Dpoexp (—%) (2.112)
D = Dppexp (—%) (2.113)

o = Opexp (—ki—o}) (2.114)
Cs(xp) = Cpoexp (_Z,LTB) (2.115)

and there are a total of eight fitting parameters. In order to verify the model and provide
fitting parameter estimates, Tsai doped samples from 820-1100°C via POCI3 predeposition.
He measured the electrically active dopant concentration profiles by iteratively anodically
oxidizing the samples and measuring their sheet resistances. We have measured phosphorus
predeposition dopant concentration profiles using spreading resistance analysis (SRA) and
sheet resistance data. Our best fit parameters for POClz-based predeposition from 775-
950°C and 10-60 minutes are presented in Table

Figure [2.31) compares the computed and measured electrically active concentration
profiles for predeposition at 800°C for 35 minutes. The agreement between the model and
experiments is excellent, and the three profile regions (plateau, kink, and tail) are captured
by the model. Figure [2.32] compares the modeled and measured sheet resistance values

from 775-950°C. The model error is less than 10% for all of the measured data points.

We found that o decreases more than expected for processing temperatures below

825°C. Tsai also noted lower than expected values of & at low temperatures, and did not use
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Table 2.7: Best fit parameters for the Tsai model of phosphorus predeposition obtained by
fitting to experimentally measured spreading resistance profiles. The ¢ activation energy
varies with temperature to accurately model low temperature predeposition processes (<
820°C) where phosphorus diffusion through a surface oxide layer can become the rate
limiting step.

Prefactor Activation energy
Dp 200 cm?/sec 3.77eV
Dg 23x107° cm?/sec 1.95eV
o  0.12 cm/sec 1.65 eV +0.05 eVexp[—0.0154 (T — 1073K)]
Cg 3x10%cm™3 0.88 eV
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Figure 2.31: Comparison between experimental and modeled dopant profiles for
phosphorus predeposition 800°C for 35 minutes. The plateau, kink, and tail regions of
the profile are captured. The model overestimates the dopant concentration beyond 200 nm
(< 10'® cm™3), however there is no impact on piezoresistor modeling accuracy because the
vast majority of the current is carried near the surface.

the 820°C data in calculating the model parameter estimates. The most likely mechanism
is that the diffusivity of phosphorus in SiO; is relatively slow and varies dramatically with
temperature. Most phosphorus predeposition processes include an initial oxidation step
(e.g. 2-5 minutes) to prevent surface pitting and roughness. Thus, diffusion through surface

SiO, can become the rate limiting diffusion process at temperatures below 825°C.
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Figure 2.32: Comparison between experimental and modeled sheet resistance data.
Phosphorus predeposition was performed at temperatures from 775-950°C and the sheet
resistance was measured via 4-point probe. The model error is less than 10% for all of the
measured data points. The curves in the plot correspond to 775, 800, 850, 875, 900 and
950°C, from top to bottom.
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Figure 2.33: Calculated phosphorus diffusion lengths in SiO; as a function of predeposition
time and temperature. Calculated results agree well with our experimental observations of
the thickness of phosphosilicate glass (PSG) removed in a brief hydrofluoric acid (HF) dip.
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The relatively slow diffusion of phosphorus through SiO; makes it an excellent masking
material. Sah et al. measured the diffusivity of phosphorus in SiO; in 1959 [234]. Their
data was later reanalyzed by Ghezzo and Brown and tabulated with over common silicon
dopants [235]]. The diffusivity of other dopants in SiO, and other materials can be found in
an unpublished book chapter by Jones [236].

Phosphorus diffusion in SiO; obeys Arhenius kinetics with E; = 2.3 eV and Dy =
5.73 x 107> cm?/s [235]]. The diffusion length of phosphorus in SiO; is plotted in Figure
[2.33] Our own experimental measurements indicate a 60 nm phosphorus diffusion length
during a 900°C, 20 minute diffusion. We measured the diffusion length by measuring the
thickness of the thermal oxide mask before the diffusion, and then afterwards removing
the deposited PSG and doped oxide layer in 50:1 hydrofluoric acid before measuring the
remaining oxide thicnkess. Dilute HF etches undoped oxide exceedingly slowly (50 A/min)
compared to phosphorus doped oxide (> 3000 A/min). The minimum required oxide mask
thickness (or maximum diffusion time) can be calculated by equating the diffusion length
and oxide thickness, 2v/Dt = foxides although we would recommend including a safety

factor of at least 2 if possible to avoid shorting out the entire wafer.

2.5.3 Ion implantation

Two important downsides of pre-deposition are its high surface dopant concentration,
fixed at the dopant solid solubility limit, and its relatively high dose nonuniformity due
to the strong variation in diffusivity with temperature. Ion implantation was researched
extensively in the 1950s and 1960s as an alternative to pre-deposition that could provide
better dose uniformity and lower dopant concentrations [237-239]. The depth distribution
of implanted ions and their electrical properties were studied extensively using the Hall
effect and analytical theories [240-243]]. The lattice damage induced by ion implantation
was recognized early on [244,245]]. There are several excellent reviews on the history of
ion implantation [246,247] and modern ion implantation theory and simulation tools are
discussed extensively by Plummer et al. [211]]. Ion implantation gained wide use in the
1980s and remains the preferred method in commercial production today.

In ion implantation, dopant atoms are ionized and accelerated at high energy (keV to
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MeV) into the substrate. The substrate is grounded, which allows the implanted dose to
be measured and accurately controlled by integrating the ion current [211]. Additionally,
grounding the substrate allows the ionized atoms to be neutralized immediately. The ions
also leave a cascade of damage in the crystal structure [244]. Any layer thick or dense
enough to block the implanted ions, such as photoresist, silicon oxide, silicon nitride, or
metal, can be used to mask the implantation. Photoresist is a common choice. Typical
silicon piezoresistor doses range from 1 x 10! to 5 x 10'® cm~2, with energy ranges from
30 to 150 keV [42]. The typical sheet resistance nonuniformity is < 0.5% in modern ion
implanters [248]], while we typically observe 3-5% nonuniformity for POCl3 doped wafers
in an academic research facility.

Dopant distribution is approximated by a symmetric Gaussian distribution [244]. Most
implants are performed with a 7° tilt of (100) silicon wafers to avoid ion channeling, a
phenomenon where ions deeply traverse gaps in the lattice without scattering. Larger
implant angles (7°-45°) are sometimes used to form piezoresistors on etched sidewalls
to enable in-plane strain measurements [|197,249-252].

One major disadvantage of ion implantation is the damage to the crystal. Lattice
scattering leads to 1/f noise, while lattice orde